
 

Article  1 

Impact of Grid Nudging Parameters on 2 

Dynamical Downscaling during Summer over 3 

Chinese Mainland 4 

Xiaoping Mai1, Yuanyuan Ma1, Yi Yang1*, Deqin Li2 and Xiaobin Qiu3 5 
1 Key Laboratory of Arid Climatic Changing and Reducing Disaster of Gansu Province, College of 6 
Atmospheric Sciences, Lanzhou University, Lanzhou 730000, China 7 
2 Shenyang Atmospheric Environment Research Institute, China Meteorological Administration, 8 
Shenyang 110016, China 9 
3 Tianjin Institute of Meteorological Science, Tianjin 300074, China 10 

* Correspondence: yangyi@lzu.edu.cn; Tel.: +86-138-9325-6933 11 

Abstract: The grid nudging technique is often used in regional climate dynamical 12 
downscaling to make the simulated large-scale fields consistent with the driving fields. In this 13 
study, we focused on two specific questions about grid nudging: (1) which nudged variable 14 
had a larger impact on the downscaling results and (2) what was the “optimal” grid nudging 15 
strategy for each nudged variable to achieve better downscaling result during summer over 16 
the Chinese mainland. To solve this queries, 41 3-month long simulations for the summer of 17 
2009 and 2010 were performed using the Weather Research and Forecasting model (WRF) to 18 
downscale National Centers for Environmental Prediction (NCEP) Final Operational Global 19 
Analysis (FNL) data to a 30-km horizontal resolution. The results showed that nudging 20 
horizontal wind or temperature had significant influence on the simulation of almost all 21 
conventional meteorological elements; nudging water vapor mainly affected the 22 
precipitation, humidity, and 500 hPa temperature. Moreover, the optimum nudging scheme 23 
varied with simulated regions and layers. As a whole, the optimal nudging time was one hour 24 
or three hours for nudging wind, three hours for nudging temperature, and one hour for 25 
nudging water vapor. The optimal nudged level was above the planetary boundary layer for 26 
almost every nudged variable. 27 
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 29 

1. Introduction 30 
Due to low temporal-spatial resolutions, global climate models (GCMs) and reanalysis 31 

data cannot often meet the requirements for the analysis of regional scale information [1–4]. To 32 
obtain regional meteorological and climate datasets with a high temporal-spatial resolution, 33 
downscaling is usually conducted. Popular downscaling methods include statistical 34 
downscaling and dynamic downscaling [5–8]. The former is based on statistical relationships 35 
between large- and fine-scale climate information to obtain regional or local atmospheric 36 
structures, while the latter nests a regional fine-grid model to GCMs or reanalysis data. The 37 
statistical downscaling needs to have enough observation data to establish a statistical model, 38 
and is invalid in regions where large-scale climate elements are not correlated with regional 39 
climate elements. On one hand, the dynamical downscaling process is forced by the large-scale 40 
fields, such as GCMs or reanalysis data. On the other hand, it uses regional climate models 41 
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(RCMs) to add more detailed descriptions of physical processes, topography, and land 42 
coverage of a regional scale.  43 

The results of dynamic downscaling are influenced by many factors. These factors may be 44 
classified into two categories. The first is the defect of physical processes in RCMs, including 45 
cloud microphysical processes, land-atmosphere interaction, cumulus convection process [9], 46 
etc.; the second is the choice of initial conditions, boundary conditions, and simulated domains 47 
[2]. Due to the influence of the above-mentioned factors, dynamic downscaling contains errors 48 
and uncertainties, which accumulate for the integration of RCMs continuously, and make the 49 
results of dynamic downscaling gradually deviate from the driving large-scale field. 50 
Newtonian relaxation or nudging is a good method to solve this problem as it can effectively 51 
assure the dynamic consistency between the simulated large-scale field and the driving field 52 
[2,10–13].  53 

Developed initially for data assimilation, nudging techniques are being increasingly used 54 
in regional climate dynamical downscaling. The concrete method is to increase external forcing 55 
in one or a few prediction equations in a period of time before the start of prediction, which 56 
makes the model solution approximate to the observation data and realizes dynamic 57 
coordination among variables to raise the prediction effect of the model and achieve the 58 
purpose of assimilation. The Weather Research and Forecasting (WRF) model is a new-59 
generation meso-scale numerical prediction system jointly developed by the National Center 60 
for Atmospheric Research (NCAR) and the National Centers for Environmental Prediction 61 
(NCEP) in the United States, etc. In recent years, it has been widely used as a regional climate 62 
model to achieve downscaling analysis [10,14,15]. Currently, the nudging assimilation methods 63 
of the WRF model applied in the dynamic downscaling process mainly include grid nudging 64 
[16] and spectral nudging [11]. The parameters affecting grid nudging simulation results 65 
mainly include the choice of nudged variables and nudging time, whether nudging is used in 66 
all atmosphere layers, etc.  67 

Recently, research on the nudging application and comparison of two nudging schemes 68 
(grid nudging and spectral nudging) has been very common [17–23]; however, a consistent 69 
conclusion is still lacking. Logically, spectral nudging is superior to grid nudging [24], but 70 
many findings [17,22,23] have shown that in some cases, grid nudging is better than spectral 71 
nudging. However, the two methods nudge different variables: the default nudged variables 72 
of grid nudging in WRF are horizontal wind, potential temperature, and water vapor mixing 73 
ratio; and spectral nudging nudges geopotential height instead of humidity. To compare these 74 
simply is difficult and insufficiently comprehensive. it should be first considered that the 75 
influence of different nudged variables on the simulated meteorological elements and how to 76 
select the nudged variables to achieve a better simulation. Few studies have focused on this 77 
issue. Pohl and Cretat́  et al. [25] explored the impact of nudged variables on the simulation of 78 
tropical deep atmospheric convection in the WRF model, and discovered nudging temperature 79 
was the most efficient way to reduce bias, that nudging horizontal wind increased the 80 
covariance between simulations and daily observations, while the model’s internal variability 81 
was drastically reduced and relied heavily on nudged variables and nudging time. Omrani et 82 
al. [26] used “Big-Brother experiment” to inspect the influence of nudged variables on regional 83 
model downscaling under ideal conditions and discovered nudging tropospheric horizontal 84 
wind was the most effective way to improve simulations of surface temperature, wind, and 85 
precipitation. Moreover nudging tropospheric temperature also had certain positive effect. 86 
Nudging tropospheric wind or temperature could directly improve the simulation of 87 
geopotential height field; while nudging water vapor improved the simulation of precipitation 88 
but did not obviously improve other variables. However, the above-mentioned researches only 89 
paid attention to tropical zones, or were based on an ideal test. To consider the impact of 90 
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nudged variables on dynamical downscaling over the Chinese mainland, further research is 91 
needed.  92 

In addition, grid nudging is sensitive to nudging parameters [18]. However, most research 93 
[10,21,27] have still adopted the default nudging schemes, only a few References 94 
[10,13,17,18,25,29] have discussed the sensitivity of nudging time and nudged layer. For 95 
nudging time, Salameh [13] used a toy model, verified the significant impact of nudging time 96 
on regional climate simulation, and predicted the existence of the optimum nudging time that 97 
could more effectively resolve small-scale processes not described in GCMs. Bullock et al. [18] 98 
applied the nudging method in the WRF model and indicated that an appropriate setting of 99 
nudging time could effectively improve the simulation of surface temperature and wind speed. 100 
Bowden et al. [17] compared the influence of nudging time on the simulations of meteorological 101 
elements and discovered that an increase in nudging time increased variability, but with 102 
greater bias. Furthermore, the study put forth the demand for choosing nudging strategy to 103 
balance the accuracy and variability of the simulation results. Current researche only states the 104 
change in nudging time will affect simulation results, while only a few studies which nudging 105 
time was more suitable for the simulation of a specific region and variable. For the nudged 106 
layer, Lo et al. [10] used WRF with a grid spacing of 36 km over the conterminous U.S. to 107 
compare the nudging throughout the whole atmospheric column to the nudging above the 108 
planetary boundary layer (PBL) when downscaling the NCEP Final Operational Global 109 
Analysis (FNL) data. Results indicated the two nudging experiments result in much difference 110 
in simulated precipitation, nudging above the PBL performed better than nudging all layers. 111 
Pohl and Cretat́  et al. [25] also pointed out that this was less true below the PBL, more 112 
turbulent by nature and where the relaxation should be switched off. However, whether there 113 
is a more appropriate nudged level or not is still an issue that is yet been discussed. Against 114 
this background, this work focus on selecting an optimum nudging scheme according to 115 
practical simulation demand.  116 

Meanwhile, under the background of vast territory and special climate of the Chinese 117 
mainland, how to better set nudging parameters to improve the downscaling results of RCMs 118 
has become an important issue. Considering the applicability of analysis data varies with area, 119 
this may result in variant optimum nudging schemes in different areas, so discussing a set of 120 
nudging parameters by area is more appropriate. For the simulated season, the summer is a 121 
disaster-prone season, and there is a lot of uncertainty for the research of summer. Thus the 122 
summer for study is selected. In this study, 41 sensitivity experiments with a grid spacing of 30 123 
km over conterminous China were conducted to investigate the performance of grid nudging 124 
with different nudging parameters (nudged variables, layers, and nudging time) during 125 
summer when downscaling 1-degree FNL data using the WRF model. It is expected that, by 126 
sensitivity analysis to the nudging parameters, reference nudging schemes would be obtained.  127 

This paper is arranged as follows. Section 2 describes grid nudging, the experimental set-128 
up, evaluation data, and methods. Section 3 investigates the sensitivity of the nudged variables, 129 
layers, and nudging time, and provides referential nudging schemes, with further verification 130 
of the universality of referential nudging schemes. Finally, the discussion and conclusions are 131 
presented in Section 4. 132 

2. Data and Methods 133 

2.1 Grid Nudging 134 
This study used the nudging technique introduced by Hoke and Anthest [29], which is 135 

based on an empirical 4D data assimilation method. The core approach is to relax the model 136 
state towards the observation by adding a non-physical term to one or a few prediction 137 
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equations. This nudging term is proportional to the difference between the prediction and the 138 
observation. In WRF, the popular nudging methods used for dynamic downscaling include 139 
grid nudging and spectral nudging. For grid nudging, each grid-point is nudged towards a 140 
value that is time-interpolated from analyses. Spectral nudging only drives the RCM on selected 141 
spatial scales, and allows model small scales to evolve with no nudging.  142 

In our work, the grid nudging method was adopted. As discussed in Stauffer and Seaman 143 
[30], this grid nudging technique was implemented through an extra tendency term in the 144 
nudged variable’s equations, e.g. 145 

ப୮∗஑ப୲ = F(a, x, t) + G஑W(x, t)ϵ(x)p∗(αෝ଴ − α), (1) p∗α is the flux form of variable α, where p∗ = pୱ − p୲, pୱ is the surface pressure and p୲ is the 146 
constant pressure at the top of the model. F(a, x, t) represents the physical forcing terms, where 147 
x is the independent spatial variable and t is time. G஑ is a timescale controlling the nudging 148 
strength applied to variable α (G஑ = 1/t′,	t′	is the nudging timescale, unit: s). Furthermore, W 149 
specifies the horizontal, vertical, and time weighting, where W = w୶୷w஢w୲ . The analysis 150 
quality factor, ϵ, which ranged between 0 and 1, was based on the quality and distribution of 151 
the data used to produce the gridded analysis. αෝ଴ denotes the observation analyzed to the grid 152 
and interpolated linearly in time to t. In WRF, α  can be the zonal and meridian wind 153 
components (uv), the potential temperature (θ), or the water vapor mixing ratio (q). Various 154 
nudged variables adjust corresponding variables with Equation (1) in each grid-point of WRF. 155 
Through the constraint of model internal equations, other meteorological fields were updated 156 
simultaneously. Nudging strength, also known as the nudging coefficient, was controlled by 157 
the relaxation time, and the smaller the nudging time		t′, the stronger the nudging strength and 158 
the closer the RCM analysis field α to the observation field αෝ଴. Nudged layers decide which 159 
height the nudging technique is applied.  160 

2.2 Experimental Setup  161 
The model used in this study was the 3.6.1 version of the WRF (ARW) model. The 162 

simulation was performed over a large domain covering East Asia (Figure 1a) with 260 × 220 163 
horizontal grid points with a 30 km single grid and 28 vertical levels. The model top was at 10 164 
hPa, and the integration time step was set to 150 s. The main physical options included the 165 
WRF double moment 6-class microphysical parameterization [31], the CAM longwave and 166 
shortwave radiation [32], the unified Noah land surface model [33], the Kain-Fritsch convective 167 
parameterization [34], the Yonsei University planetary boundary layer scheme [35], and the 168 
Community Land Model version 4.5 lake scheme [36,37]. The experiments used the grid 169 
nudging method and assimilated NCEP FNL data with a 6 h interval between analysis times. 170 
The relaxation variables included uv, θ, and q. The 1° × 1° FNL data also provided initial and 171 
boundary fields for the model. The boundary conditions and SST data were updated every 6 172 
h. The model was integrated from 22 May–1 September, 2009 and 2010, respectively. As per 173 
Tang et al. [38] and Lo et al. [10], the initial 10 days were considered as a spin-up period, so 174 
only results from 1 June – 1 September were used in the analysis. The simulation results in 2010 175 
were used for analysis, and the simulation results in 2009 were used to verify the universality 176 
of the referential nudging schemes obtained prior.  177 
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 178 

Figure 1. (a) simulated domain and sub-regions map (A: Northeast China, B: North China, C: 179 
East China, D: South China, E: East of Northwest China, F: West of Northwest China, G: 180 
Southwest China, H: Tibet); (b) simulated topography (m); (c) the location of ground stations; 181 
(d) the location of sounding stations.  182 

From the research of Pohl et al. [25] and Omrani et al. [26], each nudged variable did not 183 
have equally important role in the simulated meteorological fields, and even the nudging of 184 
some variables did not work or produced a negative effect. Thus, this study basically start with 185 
single variable nudged. In this study, a set of 41 simulations was performed for summer 2009 186 
and 2010, including non-nudging experiments (also known as traditional downscaling 187 
experiments (CTL)) and nudging experiments with varying single nudged variables (uv, θ, and 188 
q), nudging time (1 h, 3 h, 6 h, 12 h, and 24 h), and nudged levels (above the planetary boundary 189 
layer, above 850 hPa, above 700 hPa, and above 500 hPa) as shown in Table 1. Among them, 190 
nudging time changed with modification to the nudging coefficient. The nudging time of 1 h, 191 
3 h, 6 h, 12 h, 18 h was approximately equal to the nudging coefficient of 3*10-4, 1*10-4, 5*10-5, 192 
2.5*10-5, and 1.7*10-5, respectively. Nudged level was changed by the adjustment of the model 193 
level below which nudging wass switched off, and the layers of 850 hPa, 700 hPa, and 500 hPa 194 
were approximately equal to the model level of 7, 10, and 13, respectively. Groups 1 and 2 were 195 
performed for summer 2009 and 2010, and Group 3 was performed for summer of 2010. 196 
Following Lo et al.[10], nudging of all layers was not considered and nudging above the PBL 197 
was treated as the default nudged layer. 198 

First, the influence of nudged variables on simulation of meteorological elements near the 199 
surface (precipitation, 2 m temperature, 2 m relative humidity, and 10 m wind speed) and at 200 
500 hPa (temperature, wind speed, geopotential height, and relative humidity) is analyzed, 201 
under conditions that nudging time was 1 h and nudged levels were above the PBL. Next, 202 
different nudging time and nudged levels were performed to discuss the sensitivity to nudging 203 
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settings for simulated meteorological elements near the surface and at sounding standard 204 
layers (1000, 925, 850, 700, 500, 400, 300, 250, 200, 150, and 100 hPa). 205 

2.3 Evaluation Data and Methods 206 
To evaluate the impact of nudged variables, the difference of simulated meteorological 207 

elements between nudging experiments and CTL was compared here. Considering that 208 
different circulation, climate, and terrain characteristics and the inconsistent applicability of 209 
the analysis data in different regions may affect nudging performance, the Chinese mainland 210 
is divided into eight sub-regions (as per the regional division of Zhao et al. [39]) to obtain more 211 
representative regional results, as shown in Figure 1a. A-H stands for Northeast China, North 212 
China, East China, South China, East of Northwest China, West of Northwest China, Southwest 213 
China, and Tibet, respectively. Figure 1b shows the topography over the Chinese mainland. 214 

Table 1. Experiment design (PBL denotes planetary boundary layer, uv denotes horizontal 215 
wind, θ denotes potential temperature, and q is the water vapor mixing ratio. Groups 1 and 2 216 
were performed in summer 2009 and 2010, and Group 3 was performed in summer 2010). 217 

Group Name Nudged variable Nudging time ܜ′ Nudged level

1 

CTL − − − 

uv1 uv 1 h Above the PBL 

t1 θ 1 h Above the PBL 

q1 q 1 h Above the PBL 

2 

uv3 uv 3 h Above the PBL 

t3 θ 3 h Above the PBL 

q3 q 3 h Above the PBL 

uv6 uv 6 h Above the PBL 

t6 θ 6 h Above the PBL 

q6 q 6 h Above the PBL 

uv12 uv 12 h Above the PBL 

t12 θ 12 h Above the PBL 

q12 q 12 h Above the PBL 

uv18 uv 18 h Above the PBL 

t18 θ 18 h Above the PBL 

q18 q 18 h Above the PBL 

3 

uv_850 uv 1 h Above 850 hPa 

t_850 θ 1 h Above 850 hPa 

q_850 q 1 h Above 850 hPa 

uv_700 uv 1 h Above 700 hPa 

t_700 θ 1 h Above 700 hPa 

q_700 q 1 h Above 700 hPa 

uv_500 uv 1 h Above 500 hPa 

t_500 θ 1 h Above 500 hPa 

q_500 q 1 h Above 500 hPa 

 218 
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As there was no available grid data except precipitation, and the Precipitation Grid Data 219 
Set of China Automatic Station and CMORPH (provided by China Meteorological Data Service 220 
Center website) were very close to the station data. The daily mean meteorological observation 221 
data of 838 ground observation stations and the twice daily standard layers detection data of 222 
129 sounding observation stations from the Chinese mainland (provided by China 223 
Meteorological Data Service Center website) were used to evaluate the effects of different 224 
nudging time and nudged levels. The number of ground stations available for A-H was 124, 225 
111, 132, 105, 78, 67, 187, and 34, respectively. The number of sounding stations for each area 226 
was 21, 11, 13, 13, 18, 17, 28, and 8. The location of observation stations is shown in Figure 1c 227 
and Figure 1d. The main evaluation methods were to interpolate simulation results onto the 228 
observation stations, and to quantify the ability of the model to simulate meteorological fields 229 
by using root mean square error (RMSE), mean error (ME), and correlation coefficient (CC). 230 
Considering the comparison of the overall simulations of different meteorological elements, 231 
the mean improvement rate (RATE) based on RMSE is defined here. The definitions of relevant 232 
statistical variables are as follows: 233 

RMSE = ටଵ୒∑ (m୧ − o୧)ଶ୒୧ୀଵ , (2) 

ME = ଵ୒∑ (m୧ − o୧)୒୧ୀଵ , (3) 

CC = భొషభ[∑ [(୫౟ି୫ഥ )(୭౟ି୭ഥ)]౟ొసభ ][ భొషభ[∑ (୫౟ି୫ഥ )మ౟ొసభ ]]భ/మ∙[ భొషభ[∑ (୭౟ି୭ഥ)మ౟ొసభ ]]భ/మ, (4) 

RATE = ଵ୬୶∑ ୈ୑ୗ୉౟ି୒ୖ୑ୗ୉౟ୈ୑ୗ୉౟୬୶୧ୀଵ ∗ 100%, (5) 

where N is the time sample size; m୧ is the regional mean of the simulations at time point i; o୧ 234 
is the regional mean of the observations at time point i; mഥ	and	oത are time means of m୧ and o୧, 235 
respectively; nx is the number of variables; CRMSE is the RMSE of CTL, and NRMSE is the 236 
RMSE of the nudging experiment.  237 

The RATE, which is a dimensionless amount, can be used to evaluate multivariable 238 
simulation results. The calculation of RATE for simulated meteorological elements near the 239 
surface included precipitation, 2 m temperature, 2 m relative humidity, and 10 m wind speed. 240 
The calculation of RATE for meteorological elements at sounding standard layers included 241 
geopotential height, temperature, relative humidity, and wind speed. A positive RATE meant 242 
that the nudging experiment outperformed CTL, and a larger value indicated more significant 243 
improvement, and a negative one suggested CTL was better.  244 

For ME, it is noteworthy that positive and negative bias may offset each other during the 245 
calculation and cannot accurately reflect simulations. As a consequence, ME only indicates 246 
whether the simulation over- or under-estimates the mean magnitude of the observations and 247 
could not be used as a standard to measure the nudging scheme was good or bad in this study. 248 

To ensure the reliability of the simulated results, a significance t test of CC was conducted, 249 
based on the CC of the samples to estimate whether the parents were correlated. The method 250 
was to compare the CC and CC threshold rୡ. When CC ≥	rୡ, CC passes the t test. The equation 251 
to calculate rୡ is as follows: 252 

rୡ = ට ୲ಉమ୬ିଶା୲ಉమ , (6) 

where n is the sample size; t஑ is the statistics t threshold under significance level	α, which can 253 
be obtained from t –tables.  254 
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Next, to investigate the universality of the optimal nudging strategy, the RATE of the 255 
simulations with the same nudging time schemes in summer 2009 were adopted. In this 256 
evaluation, difference and statistical variables were calculated by area.                                       257 

3. Results  258 

3.1 Sensitivity Analysis to Nudged Variables  259 
To reveal the impact of different nudged variables on the simulation of meteorological 260 

elements, the difference of simulated meteorological elements between the nudging 261 
experiments and CTL was compared. The difference field of simulated meteorological elements 262 
near the surface (seasonal accumulated precipitation, seasonal mean surface temperature, 263 
seasonal mean surface wind speed, and seasonal mean relative humidity) over the Chinese 264 
mainland in summer 2010 is shown in Figure 2. Nudging tropospheric uv, θ, or q all had a 265 
large influence on the simulation of precipitation. The simulated precipitation is reduced with 266 
nudging θ or q in most areas (Figures 2a, 2e, and 2i). In particular, nudging q had a significant 267 
impact on the simulation of precipitation in Northeast (A), and when uv, θ, or q was nudged, 268 
the simulated precipitation increased in Tibet (H) and decreased in South China (D). For the 269 
simulation of surface temperature (Figures 2b, 2f, and 2j), nudging θ had the most significant 270 
influence and resulted in the decrease of simulated temperature over almost the whole domain, 271 
particularly in East China (C). Nudging uv or q had a weak impact over the Chinese mainland, 272 
with the exception of nudging q in Northeast (A). For the simulation of 10 m wind speed 273 
(Figures 2c, 2g, 2k), nudging tropospheric uv had the strongest influence and decreased 274 
simulated wind speed over the entire domain. The impact of nudging θ was also obvious, and 275 
nudging q only notably affected North China (B), East China (C), and South China (D). For the 276 
2 m relative humidity simulation (Figure 2d, 2h, and 2l), the simulations increased obviously 277 
in Tibet (H) when uv, θ, or q was nudged. In addition, nudging q in Northeast (A) and nudging 278 
uv in Southwest (G) also had an apparent impact on the simulations. 279 

 280 

Figure 2. Difference of simulated near-surface meteorological elements with and without 281 
nudging in 2010 summer: (a–d) simulated precipitation, temperature, wind speed, and relative 282 
humidity, respectively with nudging uv; (e–h) same as a–d, but nudging θ; and (i–l) same as 283 
a–d, but nudging q. 284 
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 285 

Figure 3. Same as Figure 2, but for meteorological elements at 500 hPa, including 286 
geopotential height (first column), temperature (second column), wind speed (third column), 287 
and relative humidity (last column).  288 
Figure 3 displays the difference field maps of simulated seasonal mean geopotential 289 

height, temperature, wind speed, and relative humidity at 500 hPa between the nudging 290 
experiment and CTL. From Figures 3a, 3e, and 3i, it was found that for the simulation of 291 
geopotential height at 500 hPa, nudging uv had the strongest influence and resulted in the 292 
increase of simulated geopotential height throughout the country; whereas nudging q had a 293 
sizable impact in Northeast (A) and North China (B); and nudging θ had a small impact. Similar 294 
to the 2 m temperature, nudging tropospheric θ had the most obvious influence on simulations 295 
of 500 hPa temperature, where nudging uv or q also had significant influence (Figure 3b, 3f, 296 
and 3j). From Figure 3c, 3g, and 3k, it was seen that the assimilation of uv had an obvious 297 
impact on the simulation of 500 hPa wind speed, and the assimilation of θ or q only had an 298 
apparent influence on simulation in North China (B). For the simulation of wind speed at 500 299 
hPa in most areas of China, the addition of a nudging scheme weakened simulated wind speed 300 
at 500 hPa. For the simulation of relative humidity (Figures 3d, 3h, and 3l), nudging uv 301 
increased simulations in Tibet (H), nudging θ mainly affected simulations in Eastern China (A-302 
D); and nudging q had a strong influence in Southern China (C, D, G, and H).  303 

In general, nudging uv, θ, or q affects the simulation of meteorological elements near the 304 
surface and at 500 hPa, but the main meteorological elements that were influenced and the 305 
intensity were different. To be specific, nudging tropospheric uv affected almost all 306 
meteorological elements obviously, except for the negligible influence on the simulation of 307 
relative humidity at 500 hPa. Nudging θ also had an obvious influence on the simulation of all 308 
meteorological elements except 500 hPa geopotential height and wind. Nudging q had an weak 309 
influence on almost all variables except precipitation, relative humidity, and 500 hPa 310 
temperature, which possessed obvious regional characteristics. For the simulation of 311 
precipitation, 2 m temperature, relative humidity, and geopotential height at 500 hPa, nudging 312 
q had a sizable influence in Northeast (A). 313 

3.2 Sensitivity Analysis to the Nudging Time 314 
To further reveal the impact of nudging time 	t′  on meteorological elements near the 315 

surface and at different layers, the simulations performed in the absence of nudging and in the 316 
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presence of nudging with various relaxation time was compared, then apply statistical 317 
variables (RATE, ME, and CC) to quantify the effects by area.  318 

The RATE of simulated near-surface meteorological elements was calculated and are 319 
listed in Table 2. Of the three nudged variables, nudging θ greatly improves the simulations 320 
everywhere, except in Tibet (H). Between nudging uv and q, nudging uv showed more obvious 321 
improvement in Northern China (A, B, E, and F), while nudging q showed slightly greater 322 
improvement in Southern China (C, D, and G). Of all the concerned areas, the improvement 323 
from nudging to the simulated meteorological elements in East China (C) and South China (D) 324 
was obviously greater than those in other areas. To be specific, for nudging uv, the simulations 325 
benefited the most in Northeast China (A) and Northwest China (E and F) when nudging time 326 
was 3 h. Improvement is even greater in North China (B), East China (C), South China (D), and 327 
Southwest China (G) when nudging time was 1 h. Furthermore, CTL was better for simulations 328 
in Tibet (H). For nudging θ, near-surface meteorological elements were simulated the best 329 
when nudging time was 3 h in all areas except North China (B) and Tibet (H). In North China 330 
(B) nudging time of 1 h was better, whereas in Tibet (H) the simulation of nudging experiments 331 
were worse than that of CTL. For nudging q, improvement was obviously better when nudging 332 
time as 1 h in many areas except Northeast China (A), West of Northwest (F), and Tibet (H), 333 
where the performance of CTL was better. 334 

Figure 4 shows the bars for ME of simulated meteorological elements near the surface. For 335 
the simulation of precipitation (Figure 4a–4c), a wet bias occurred over most areas in all 336 
experiments regardless of whether nudging was used. Nudging θ or q adopting higher 337 
nudging strength (nudging time 1 h or 3 h) extremely reduced the wet bias of precipitation, 338 
particularly in South China (D). Nudging uv did not improve precipitation simulations as 339 
perfectly as nudging θ or q except in South China (D). For the simulation of surface 340 
temperature (Figure 4d–4f), the result simulated from CTL was a cold bias in South China (D), 341 
Southwest (G), and Tibet (H) and a warm bias in other areas. Nudging uv or q increased the 342 
bias, while nudging θ reduced the warm bias and increased cold bias, particularly in Tibet (H). 343 
CTL showed positive bias for the wind speed simulation. The nudging scheme effectively 344 
reduced the positive bias of simulated wind speed, and the effect was most significant when 345 
nudging time as 1 h or 3 h (Figure 4g–4i). In CTL, the relative humidity simulation showed a 346 
negative bias in all areas except South China (D) and Tibet (H) (Figure 4j–4l). When the nudging 347 
scheme was adopted, the simulation of relative humidity in Southwest (G) showed a positive 348 
bias conversely. 349 

Table 2. The mean improvement rate (RATE) (%) of simulated meteorological elements near 350 
the surface with different nudging time (Bold type indicates the optimum nudging time in this 351 
region). 352 

Scheme A B C D E F G H

uv1 24.2 31.0 36.8 36.0 27.6 0.6 24.2 –32.5
uv3 26.4 29.0 33.9 30.4 28.0 1.6 20.1 –31.7

uv6 25.9 27.7 32.0 27.2 25.8 0.0 19.5 –33.0

uv12 23.2 24.0 30.5 25.0 22.7 –3.1 20.4 –29.5

uv18 20.4 22.0 29.1 25.7 19.0 –2.7 20.9 –31.0

t1 32.0 41.5 36.3 25.2 35.9 22.1 18.7 –33.1
t3 38.9 40.7 48.6 38.8 38.2 23.3 31.1 –35.2

t6 34.2 38.1 45.8 33.8 34.1 20.8 28.1 –38.5

t12 29.3 31.3 39.2 29.4 27.7 18.0 23.4 –38.4
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t18 26.2 28.1 36.4 31.1 23.9 16.1 23.6 –33.6

q1 –14.3 24.4 37.8 36.4 25.0 –10.7 33.2 –19.0
q3 –22.5 17.6 33.5 34.5 22.5 –9.8 32.5 –15.6

q6 –32.4 11.9 27.9 31.2 23.6 –11.7 28.8 –12.3

q12 –14.6 7.6 23.0 27.0 21.1 –7.4 24.5 –10.1
q18 –6.7 10.2 20.1 22.5 9.0 –10.6 18.6 –16.2

 353 

 354 

Figure 4. Mean error (ME) of simulated near-surface meteorological elements with different 355 
nudging time: simulated precipitation (a–c), temperature (d–f), wind speed (g–i), and relative 356 
humidity (g–l), which are derived from nudging uv (left column), nudging θ (middle column), 357 
and nudging q (right column). 358 

Different schemes were also compared in the correlation of near-surface meteorological 359 
elements between simulations and observations. Figure 5 shows the CC about precipitation. 360 
For CTL, except in Northeast (A) and West of Northwest (F), the simulated precipitation failed 361 
in the significance test at 0.1% significance level. With the presence of nudging, the CC was 362 
extremely raised and passed the significance test in each sub-region. A comparison of  the 363 
different nudging schemes showed that when uv is nudged, nudging time of 1 h and 3 h had 364 
the best performance; when θ is nudged, nudging time of 3 h improved the CC the most except 365 
in East of Northwest (E) and Southwest (G); and when q is nudged, nudging time of 1 h had 366 
the best result in almost all areas. It was noted that the CC was slightly poorer in West of 367 
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Northwest (F) and Tibet (H), than that in other sub-regions. The CC of other near-surface 368 
meteorological elements showed similar conclusions, with the exception of the simulated wind 369 
speed when q was nudged in North China (B) and East China (C), where the simulation results 370 
of all other nudging experiments passed the significance test at a 0.1% significance level. 371 

 372 
Figure 5. The variation of the correlation coefficient (CC) between the simulated 373 
and observed precipitation in sub-region A-H when various nudging time were 374 
adopted (the dashed line indicates the CC threshold passing significance t test at 375 
0.1% significance level): (a) nudging uv; (b) nudging θ; and (c) nudging q. 376 

To compare the overall simulation results of meteorological elements at different 377 
sounding levels, this study selected geopotential height, temperature, wind speed, and relative 378 
humidity at each standard layer above the surface and analyzed the RATE when nudging 379 
scheme was adopted, the results of which are shown in Table 3. Overall, when tropospheric θ 380 
was nudged, the simulation improved the most, followed by uv and q. For different regions, 381 
the nudging scheme showed more improvement in the simulation of meteorological elements 382 
in Eastern China (A-D) than that in Western China (E-H). For nudging uv, there was the most 383 
dramatic improvement for simulated meteorological elements in all areas except South China 384 
(D) when nudging time was 3 h. Furthermore, in South China (D), nudging time of 1 h 385 
improved the simulations more. For nudging θ, the advantage was obvious in all areas when 386 
nudging time was 3 h. Finally, for nudging q, nudging time of 1 h provided the best 387 
performance.  388 

In view of the RATE to simulated meteorological elements in different layers (Figure 6), 389 
the layers showing apparent improvement were mainly at 850–400 hPa. At lower levels, the 390 
nudging scheme showed poor improvement, especially in Northeast (A) and West of 391 
Northwest (F), where even a negative effect appeared when q was nudged. The layers that are 392 
more influenced by the setting of different nudging time are also at 850–400 hPa, and the 393 
improvement of meteorological elements simulation at lower and upper layers was less 394 
sensitive to the change of nudging time. Like the results in Table 3, when an appropriate 395 
nudging time was selected, nudging θ improved the simulation the most, and nudging uv was 396 
obviously superior to nudging q in Northeast (A), North China (B), and Northwest (E and F). 397 
In addition, nudging q at 18 h-nudging-time nearly appeared the worst performance in each 398 
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sub-region, especially in West of Northwest (F), where there was always a negative effect from 399 
1000 hPa to 150 hPa. 400 

 401 

Figure 6. The variation of RATE (%) of simulated meteorological elements at standard 402 
sounding layers along with height (hPa) with different nudging time: (a) Northeast China; (b) 403 
North China; (c) East China; (d) South China; (e) East of Northwest China; (f) West of 404 
Northwest China; (g) Southwest China; and (h) Tibet. 405 
The ME of the simulated meteorological elements at standard sounding layers was 406 

analyzed (data not shown). For geopotential height, the results simulated from CTL at upper 407 
levels had an obvious positive bias, and low levels had negative bias. Nudging could effectively 408 
reduce the negative bias of the simulation at lower levels. For temperature, wind speed, and 409 
relative humidity, the simulation of CTL had positive bias, which meant that the simulated 410 
temperature was warmer, wind larger and humidity wetter than the observations. Furthermore, 411 
the nudging experiments, particularly nudging θ, could effectively reduce the positive bias of 412 
simulated temperature, and nudging also obviously reduced the bias of simulated wind speed 413 
at low layers.  414 

Figure 7 illustrates the CC between the simulation and observation of geopotential height 415 
at 500 hPa in each region and scheme. The simulated geopotential height of CTL had a high 416 
correction with the observed value except in South China (D), and nudging experiments 417 
improved it further. In particular, the CC of nudging experiments was close to 1 (Figures 7a 418 
and 7b). When uv was nudged, nudging time of 1 h showed the lowest CC, and it was difficult 419 
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to distinguish which nudging scheme wass best; when θ was nudged, nudging time of 3 h 420 
provided the best performance; when q was nudged, nudging time of 1 h had the highest CC 421 
obviously. Comparing the correlation of other meteorological elements between simulations 422 
and observations or at other standard layers (not shown), it was concluded that the adoption 423 
of nudging scheme could effectively raise the correlations. With the exception of the simulation 424 
of some meteorological elements at 1000 hPa and 925 hPa, all nudged results passed the 425 
significance test at a 0.1% significance level. 426 

 427 
Figure 7. Same as Figure 5, but for the geopotential height at 500 hPa. 428 

Table 3. Same as Table 2, but for simulations at sounding standard layers. 429 

Scheme A B C D E F G H

uv1 41.5 42.7 39.7 28.7 40.2 23.8 30.7 25.0
uv3 42.0 43.1 40.3 33.8 41.4 25.1 31.4 29.2

uv6 40.9 42.3 39.7 34.2 40.9 24.0 30.9 28.8

uv12 38.8 40.9 38.4 32.6 38.5 21.3 29.1 26.2

uv18 37.3 39.8 37.2 31.2 36.1 19.1 27.6 24.3

t1 49.2 48.3 48.4 41.1 49.9 38.0 43.2 36.1
t3 50.6 51.3 52.3 44.2 50.0 39.2 45.4 38.7

t6 49.6 50.6 51.2 43.5 46.2 37.3 43.7 36.6

t12 45.8 45.4 45.0 39.3 40.3 33.7 38.6 31.2

t18 43.0 41.9 41.5 36.3 37.1 30.8 35.8 28.6

q1 21.4 35.2 38.0 36.2 29.7 16.8 30.8 28.5
q3 18.1 29.2 31.9 32.5 26.9 14.9 26.6 24.9

q6 13.3 23.6 27.7 28.6 23.9 11.8 24.3 22.0

q12 15.0 22.2 24.3 26.3 20.7 7.4 20.4 14.7

q18 15.4 20.1 23.7 23.7 16.2 –3.4 16.7 10.9
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Among the three nudged variables, nudging θ improved the simulations the most, 430 
followed by nudging uv, and nudging q. Moreover, nudging improved the simulation of 431 
meteorological elements in Eastern China (A-D) more than that in Western China (E-H). To set 432 
nudging time, the effect was best when uv was nudged with nudging time of 1 h or 3 h, when 433 
θ was nudged with nudging time of 3 h, and q was nudged with nudging time of 1 h. If a 434 
simulation was conducted in different areas, the most suitable nudging time for each area could 435 
be selected according to Tables 2 and 3. From a correlation perspective, the simulated 436 
meteorological elements that failed in the significance test when nudging technique was not 437 
adopted, could almost all pass the significance test at a 0.1% significance level with the presence 438 
of nudging, suggesting that the nudged results were highly reliable.  439 

3.3 Sensitivity Analysis to the Nudged Levels  440 
By comparing the simulation results of meteorological elements with different nudging 441 

time, it is noteworthy that nudging above the PBL obviously improved the simulation of 442 
meteorological elements at the upper layers, but was not ideal for simulations near the surface 443 
and at lower layers in some areas. Thus, it is further considered if the increase of nudged levels 444 
could improve the simulation results of meteorological elements near the surface and at low 445 
levels, without affecting the simulations at upper levels. In this section, with the nudging time 446 
set as 1 h, four groups of sensitivity experiment were designed: the nudged level of above the 447 
PBL; above 850 hPa; above 700 hPa; and above 500 hPa. Statistical variables including RATE, 448 
ME, and CC were used to evaluate the sensitivity of the simulations to nudged levels.  449 

Table 4 shows the RATE of simulated meteorological elements near the surface with 450 
different nudged levels. For nudging tropospheric uv, improvement was especially significant 451 
in North China (B), East China (C), and South China (D), when the nudged level was above the 452 
PBL. In Northeast (A), East of Northwest (E), and Southwest (G), the simulation result was 453 
better when the nudged level was above 850 hPa. However, in Tibet (H), nudging uv showed 454 
an adverse effect, and in West of Northwest (F), nudging uv had barely any improvement on 455 
near-surface meteorological elements simulations. For nudging θ, except that nudging above 456 
the PBL in North China (B), above 700 hPa in South China (D) and Southwest (G) and non-457 
adoption of nudging scheme in Tibet (H) showed a better effect, the improvement was most 458 
obvious when the nudged level is above 850 hPa in other areas. For nudging q, the results were 459 
similar to the simulations with different nudging time, and the adoption of nudging schemes 460 
were not suitable for the simulations in Northeast (A), West of Northwest (F), and Tibet (H). 461 
Furthermore, performance was the best when the nudged level was above the PBL in other 462 
areas. Moreover, the simulations improved the least when the nudged level was above 500 hPa 463 
in almost all nudging experiments. In particular, when q was nudged with levels above 500 464 
hPa, the effect was even poorer than that of CTL in most areas.  465 

Table 4. RATE (%) of simulated near-surface meteorological elements with different nudged 466 
levels. 467 

Scheme A B C D E F G H

uv1 24.2 31.0 36.8 36.0 27.6 0.6 24.2 –32.5
uv 500 14.8 15.1 20.2 23.5 13.0 –2.8 26.6 –34.3

uv_700 19.0 22.0 25.7 26.1 20.9 1.2 29.1 –23.9

uv 850 25.2 26.9 30.0 28.4 28.4 3.0 34.4 –27.0

t 1 32.0 41.5 36.3 25.2 35.9 22.1 18.7 –33.1
t_500 12.3 8.4 14.0 27.2 11.9 –4.1 25.0 –15.4

t 700 26.6 23.2 43.9 37.2 32.4 2.9 35.5 –29.3
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t 850 32.9 38.3 46.8 33.7 38.1 23.1 28.9 –33.7

q1 –14.3 24.4 37.8 36.4 25.0 –10.7 33.2 –19.0
q_500 –9.9 –26.4 –10.0 2.3 –9.2 –22.9 8.3 –25.8

q 700 –2.5 –1.6 –6.2 11.4 –3.0 –27.4 5.3 –9.4

q 850 –1.5 22.0 33.3 25.5 18.7 –19.7 21.7 –3.5
 468 

The ME of the simulated near-surface meteorological elements with different nudged 469 
levels was analyzed (data not shown). In general, when compared with the observations, the 470 
simulated amount of precipitation was larger and the simulated wind speed stronger; however, 471 
the simulated relative humidity showed a drier feature in all areas except South China (D), 472 
Southwest (G), and Tibet (H). Thus, it was clear that the addition of a nudging scheme could 473 
greatly reduce the positive bias for the simulation of precipitation and wind speed, especially 474 
when the nudged level was above the PBL.  475 

Based on the CC analysis, for the simulation of 2 m wind speed (Figure 8), the CTL 476 
provided the lowest CC and failed in the significance t test at 0.1% significance level in all areas 477 
except West of Northwest (F) and Tibet (H). When uv or θ was nudged, the CC improved 478 
extremely; when q was nudged, the improvement was slight poorer. Among the nudged level 479 
schemes, nudging above the PBL provided the best performance, and the performance of 480 
nudging above 850 hPa was very close to that of nudging above the PBL. Nudging above 500 481 
hPa was worst, especially when q was nudged as the significant test was not passed in almost 482 
all areas. For other near-surface meteorological elements (data not shown), when the nudged 483 
level was above the PBL or 850 hPa, the correlation between the simulations and observations 484 
also rised dramatically. Furthermore, by the significance t test, the confidence level can reach 485 
99.9%. 486 

 487 

Figure 8. The variation of CC between the simulated and observed 2 m wind with 488 
sub-region A–H when various nudged levels are adopted (the dashed line indicates 489 
the CC threshold of significance t test at 0.1% significance level): (a) nudging uv; (b) 490 
nudging θ; and (c) nudging q. 491 
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To evaluate the simulation results of meteorological elements at vertical layers, the RATE 492 
of simulated meteorological elements at standard layers above the surface was calculated and 493 
are shown in Table 5. For nudging uv, in Northwest (E and F) and Tibet (H), the simulations 494 
had higher skills when the nudged level was above 850 hPa, and in other areas, improvement 495 
was even greater when the nudged level was above the PBL. For nudging θ, the best 496 
performance was when the nudged level was above the PBL or 850 hPa. In detail, performance 497 
was slightly better when the nudged level was above 850 hPa in East China (C), South China 498 
(D), and Southwest (G), and the simulation was best when nudged level was above the PBL in 499 
other areas. For nudging q, the simulation was perfect in Northeast (A) when the nudged level 500 
was above 850 hPa, and even better in other areas when the level was above the PBL. Consistent 501 
with the simulations of near-surface meteorological elements, the overall performance was 502 
poorest when the nudged level was above 500 hPa. In particular, nudging q above 500 hPa 503 
showed little improvement or even a negative effect on the simulated meteorological elements.  504 

Based on the RATE analysis with varying nudged levels at different layers (shown as 505 
Figure 9), in general, nudging θ showed the best behavior, with obvious improvement on the 506 
simulation of meteorological elements at 850–400 hPa when the nudged level was above the 507 
PBL. Furthermore, the layers that were sensitive to the varying settings of nudged level were 508 
also at 850–400 hPa. In addition, when uv or θ was nudged, nudging above 850 hPa or the PBL 509 
provided the best performance and showed a small difference. When q was nudged, the RATE 510 
varied widely with different nudged level schemes, and nudging above 500 hPa had the 511 
poorest improvement out of all nudging schemes. When the nudged level was above 500 hPa, 512 
although the overall effect was not ideal, the improvement of simulated meteorological 513 
elements above 500 hPa was still obvious. 514 

Table 5. Same as Table 4, but for the simulations at sounding standard layers. 515 

Scheme A B C D E F G H

uv1 41.5 42.7 39.7 28.7 40.2 23.8 30.7 25.0
uv_500 33.0 33.6 30.8 23.6 34.2 21.3 22.5 18.6

uv 700 38.6 38.7 34.6 27.4 39.8 24.8 25.5 22.6

uv 850 40.6 41.4 38.1 27.5 41.4 25.0 28.7 27.0

t 1 49.2 48.3 48.4 41.1 49.9 38.0 43.2 36.1
t 500 31.0 29.0 35.1 29.9 35.4 18.3 26.9 25.9

t 700 42.4 41.5 46.7 36.9 43.3 25.8 38.6 31.9

t_850 47.0 46.4 49.1 41.2 49.2 37.4 44.2 35.5

q1 21.4 35.2 38.0 36.2 29.7 16.8 30.8 28.5
q 500 1.5 0.6 7.9 10.2 –3.5 –15.5 5.5 0.4

q_700 17.9 16.9 15.5 17.8 16.8 –11.6 10.2 3.5

q 850 25.0 32.5 34.2 30.1 29.5 7.0 25.3 25.5
 516 
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 517 

Figure 9. Same as Figure 6 but for different nudged levels. 518 
From the ME analysis for simulated meteorological elements at standard layers with 519 

different nudged levels (data not shown), the simulation of geopotential height was higher at 520 
the upper levels, and lower at lower levels than the observations. When the nudged level was 521 
above the PBL, positive bias was effectively reduced. For temperature, the simulations 522 
displayed warm bias as a whole, but nudging θ significantly reduced bias, especially when the 523 
nudged level was above the PBL. The simulation of wind speed was also stronger, and nudged 524 
simulations had a significant improvement at most layers. For relative humidity, when 525 
compared with the observation, the simulation was wetter at the upper levels, and drier at low 526 
levels. When the nudged level was above the PBL, the negative bias of the simulations at low 527 
levels were reduced significantly.  528 

The CC analysis between the simulations and observations of meteorological elements at 529 
standard layers (data not shown) revealed that the nudging experiments that adoped different 530 
nudged levels significantly improved the correlation between the simulation and observation. 531 
In detail, with the exception that the correlation of some meteorological elements at low (1000 532 
hPa, 925 hPa) and upper levels (150 hPa, 100 hPa) could not pass the significance test, the 533 
correlation at all other levels passed the significance test at a 0.1% significance level.  534 

The adoption of varying nudged levels showed different effects on simulated 535 
meteorological elements near the surface and at standard layers. In general, the optimal 536 
nudged level was above the PBL or 850 hPa when uv or θ was nudged and above the PBL 537 
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when q was nudged. The behavior was the poorest in all areas when the nudged level was 538 
above 500 hPa. If the simulated domain was divided into different areas, the most suitable 539 
nudged levels for different areas could refer to the Tables 4 and 5. It was noteworthy that for 540 
the simulation of meteorological elements near the surface, a nudging scheme as not suitable 541 
for the simulations in Tibet (H). In addition, in Northeast (A) and West of Northwest (F), the 542 
results were better without nudging q. From the perspective of the CC, nudging significantly 543 
refined the correlation between the simulation and observation. Meanwhile, almost all 544 
simulations of meteorological elements passed the significance test at a 0.1% significance level, 545 
suggesting that the simulation results were highly reliable.  546 

3.4 Verification of the Optimum Nudging Scheme  547 
In this section, the universality of the above conclusions were verified. The RATE of the 548 

simulated meteorological elements near the surface and at standard layers in summer 2009 549 
with varying nudging time was selected as the key variable to evaluate, and the results are 550 
shown in Tables 6 and 7. For the simulation of near-surface meteorological elements (Table 6), 551 
when uv was nudged, the optimum nudging time in 2010 had a very good application, and 552 
only in Southwest (G) was the optimum nudging time different. When θ was nudged, nudging 553 
time of 3 h still showed the best effect on a whole, but in North China (B), East China (C), South 554 
China (D), and Southwest (G), the optimum nudging time was inconsistent with that in 2010. 555 
To be specific, when the nudging time in North China (B), East China (C), and Southwest (G) 556 
was 6 h and in South China (D) was 12 h, the effect was slightly better. When q was nudged, 557 
nudging time of 1 h was still best in most areas, but in Northeast (A), North China (B), and 558 
Northwest (E-F), the optimum nudging time was different from that in 2010. Considering the 559 
overall simulation of meteorological elements at sounding standard layers (Table 7), as the 560 
same with the simulation of meteorological elements near the surface, when uv was nudged 561 
the nudging time was also desirably applicable, and the applicability was slightly poor in Tibet 562 
(H). When θ or q was nudged, the results obtained in 2010 were fully applicable.  563 

Table 6. Same as Table 2, except that the simulation results from 2009 were adopted (* denotes 564 
the optimum nudging time in 2010) 565 

Scheme A B C D E F G H

uv1 40.2 37.8* 37.5* 37.6* 24.2 20.3 16.5* –28.6
uv3 41* 36.1 33 33 24.5* 22* 14.2 –27.6

uv6 38.3 33.7 29.9 30.8 24.5 21.9 15 –26.2

uv12 34.7 30.8 26 27.5 22.8 21.3 17.1 –22.6

uv18 31.7 29 25.5 25.5 20.5 21.6 18 –21

t1 45.1 43.7* 35.7 18.1 32.5 34.7 4.2 –26.3
t3 50.1* 45.7 48.1* 35* 35.2* 36.5* 22.1* –24.8

t6 49.2 46.2 49.6 34.6 31.9 36.1 23 –23.1

t12 45.5 42.3 47.1 35.9 32.9 34.8 20.1 –20.6

t18 44.2 41.5 45.8 35 30.6 33.8 19.5 –20.4

q1 –10.8 26.4* 44.7* 33.9* 23.6* 27.8 33.5* –13.5
q3 –13.8 27.3 41.9 32.4 26.2 28.3 30.3 –11.7

q6 –13.3 27.1 39.3 30.4 22.4 27.5 25.2 –12.3

q12 1.7 24.5 31 27.8 25.2 28.4 17 –9

q18 7.9 19.7 27.3 25 18.3 26.7 15.9 –9.1
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 566 

Table 7. Same as Table 3, except that the simulation results from 2009 were adopted (* denotes 567 
the optimum nudged level in 2010) 568 

Scheme A B C D E F G H

uv1 42.5 46.2 39 38.6 35.5 26 29.2 28.9
uv3 42.6* 46.9* 39* 41 36.9* 27.6* 32* 34.2* 

uv6 40.9 46 38.7 41.1* 36.8 27.4 31.7 34.8

uv12 38.7 43.7 37.3 39.6 35.4 26 29.7 33.7

uv18 37.8 42.7 36.5 38.3 34.6 24.8 28.6 32.2

t1 53.8 50.7 44.4 43.9 39.6 37.6 44.5 40.2
t3 55.4* 52.6* 47.6* 46.4* 41.6* 39.3* 46.1* 40.9* 

t6 53.7 52.1 47 45.5 41 38.3 45.5 40.9

t12 47.5 47.3 45.6 42.8 37.8 35.3 41.9 39.5

t18 45.2 44.7 43.7 41.2 37.1 33 41 38.4

q1 22.2* 33.2* 37* 36.4* 28.4* 27.7* 30.1* 34* 

q3 18.6 30.8 34.5 33.2 25.2 25.1 27.2 32

q6 15.4 28.1 31.3 29.6 22 21.3 25.2 28.8

q12 17.3 24.5 25.3 23.7 21.6 16.4 19.4 25.4

q18 17.2 23.1 21.7 22 18.9 11.3 17 21.6
 569 

On the whole, certain universality exists in the referential nudging scheme based on 570 
simulated meteorological elements near the surface and at different vertical levels in the 571 
summer of 2010. Still, the simulations improve the most when nudging time is 1 h or 3 h for 572 
nudging uv, 3 h for nudging θ and 1 h for nudging q, but nudging schemes are variously 573 
applicable for different nudged variables, simulated areas and layers. Among the nudged 574 
variables, nudging strategy is universally applicable when uv is nudged. Among the concerned 575 
areas, the applicability of nudging scheme is better for the simulations in Northeast (A), East 576 
China (C), South China (D), East of Northwest (E), and Tibet (H). Between the surface and 577 
sounding standard layers, the scheme for the simulation of meteorological elements at 578 
sounding layers possesses better applicability. 579 

4. Discussion and Conclusions  580 
The grid nudging technique has been used extensively to prevent dynamic downscaling 581 

results from drifting away from the large-scale driving fields. However, the impact of nudging 582 
options (nudged variables, layers, and nudging time) and the choice of optimal nudging 583 
strategy over the Chinese mainland remains scarce. In this paper, the performances of 584 
simulations with varying nudged variables, levels, and nudging time were compared. Using 585 
the WRF model as a RCM, 41 continuous sensitivity experiments with different nudging 586 
parameters from June to August 2009 and 2010 were evaluated when downscaling the FNL 587 
data to a 30 km resolution over the Chinese mainland. To compare the impact of nudged 588 
variables, this study applied the difference field analysis between the simulations in the 589 
absence of nudging and presence of nudging. Furthermore, RATE, ME, and CC were applied 590 
to quantify the effect of different nudged layers and nudging time.  591 
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Nudging tropospheric horizontal wind, temperature, or water vapor mixing ratio also 592 
influenced the simulation of meteorological elements near the surface and at 500 hPa. Of the 593 
three nudged variables, nudging tropospheric uv affected more variables. With the exception 594 
of a weak impact on the simulation of 500 hPa relative humidity, nudging uv significantly 595 
affected the simulation of other variables. Nudging θ had an obvious influence on the 596 
simulation of all meteorological elements except 500 hPa geopotential height and wind. 597 
Nudging q had more obvious influence on precipitation, relative humidity, and 500 hPa 598 
temperature, and barely affected other meteorological elements. Meanwhile, nudging q 599 
possessed obvious regional features. In the simulation of precipitation, 2 m temperature, 600 
relative humidity, and 500 hPa geopotential height, nudging q had a larger influence in 601 
Northeast (A).  602 

Comparing the three nudged variables, nudging θ had the largest improvement to the 603 
simulation of meteorological elements, followed by nudging uv and nudging q. Furthermore, 604 
the adoption of nudging scheme showed more improvement to the simulation of 605 
meteorological elements in Eastern China (sub-regions A-D) than that inWestern China (E-H). 606 
In view of the effect of different nudging time on the simulation of meteorological elements, 607 
the optimum nudging time was inconsistent for different areas and nudged variables. Overall, 608 
1 h or 3 h was the optimal nudging time for nudging uv, while it was 3 h for nudging θ, and 1 609 
h for nudging q. In view of the effect of different nudged levels, the optimum nudged level also 610 
relied on the area and nudged variables. However, in general, the performance was best when 611 
the nudged level wass above the PBL or 850 hPa for nudging uv or θ and above the PBL for 612 
nudging q; and performance was poorest when the nudged level was above 500 hPa.  613 

Validation by using the simulation results of meteorological elements with the same 614 
nudging time scheme in summer 2009 found that the conclusion had good universality on the 615 
whole,despite not being fully applicable in some areas and only possessed referential 616 
significance. To be specific, among the nudged variables, the nudging scheme had the best 617 
application when uv was nudged; of the concerned areas, the applicability was better for the 618 
simulations in Northeast (A), East China (C), South China (D), East of Northwest (E), and Tibet 619 
(H); among the simulated layers, the simulation of meteorological elements at sounding 620 
standard layers had better applicability. 621 

The significance of this optimum may be questioned, but there is a good chance that such 622 
optimum existed as expected from the previous studies [13,17,25,26,40], and the optimal 623 
nudging time and nudged layers could be treated as a result of the balance of the representation 624 
of large-scale circulation and development of fine-scale fields. Moreover, an optimum nudging 625 
time of 3.4 h was found by Salameh [13] and 3 h by Omrani et al. [26], which were very close 626 
to our results. When q was nudged, the optimal nudging time could be smaller than 1 h but 627 
this has not been investigated, in part due to the numerical instabilities produced for very small 628 
values of nudging time.  629 

What should be pointed out is that for the simulated near-surface meteorological elements, 630 
it was not suitable for the simulations in Tibet (H) to adopt nudging scheme and nudging q is 631 
not recommended in Northeast (A) and West of Northwest (F). Considering the reasons for the 632 
inapplicability of the nudging scheme, it may have due to the poor quality of the FNL data 633 
resulting from complex landform and sparse observation stations in these areas [41–43]. In 634 
addition, the nudging performance was worse than that in the East (A-D), which may share the 635 
same reason. Other possible reasons for poor performance in the West (E-H) were the 636 
inconsistent performance of physical options for each sub-region and the role of boundary 637 
forcing. In fact, boundary forcing was stronger in Western China (E-H) , where the circulation 638 
was coming, than that in the East (A-D). 639 

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 15 September 2017                   doi:10.20944/preprints201709.0064.v1

http://dx.doi.org/10.20944/preprints201709.0064.v1


 22 of 25 

 

The reason that nudging tropospheric uv or θ has more obvious improvement on the 640 
simulation of the meteorological elements, which is also found by Pohl et al. [25] and Omrani 641 
et al. [26], may be that it directly affected the geopotential height and thus the synoptic-scale 642 
atmospheric circulation [26], while q did not have large-scale features as strong as other fields 643 
and was poorly described in the FNL data. Without nudging, the WRF simulation was warmer 644 
than the observation at each vertical layer, and the results were consistent with the findings of 645 
Bowen et al. [17] and Omrani et al. [26,28]. The mechanism invoked in Omrani et al. [28] was 646 
that the increase in summer temperature corresponded to an atmospheric blocking situation 647 
created by the model artificially when nudging was not used. This hypothesis was also verified 648 
by the ME analysis of the simulated geopotential height at different levels (data not 649 
shown).Furthermore, a very consistent result was the overestimation of wind in the CTL, and 650 
was in good agreement with previous studies [20,44,45], which believed that it was partly due 651 
to the poor representation of the unresolved topography. Gómez-Navarro et al. [20] pointed 652 
out that the bias could be reduced effectively by a change of PBL scheme, the use of nudging, 653 
and improvement of horizontal resolution. Through our experiments, the role of nudging was 654 
further verified. For simulated precipitation, a wet bias occurred in nearly all experiments and 655 
regions, especially in the CTL. A lot of the summer rainfall over the Chinese mainland is 656 
convective in nature, and related to mesoscale dynamics such as low-level jets and mesoscale 657 
convective systems. Moisture is also necessary to produce large precipitation totals. The over-658 
development of fine-scale fields and excessive transmission caused by lack of constraint may 659 
be one of the reasons, which was confirmed by the finding of Miguez-Macho et al. [11].    660 

Our numerical experiments were based on only one model simulation covering a short 661 
period of 2 × three-months, and considered the behavior of single nudged variable in summer 662 
when various nudged levels and nudging time are adopted. However, the combination of 663 
different nudged variables, simulated time, model configuration (domain, resolution, and 664 
physical options), and even observational data may affect the performance of nudging. For all 665 
these reasons, it must be clear that the optimal nudging strategy of the WRF discussed in this 666 
study may not always produce the best results, and further research is required on setting the 667 
optimum nudging scheme under the condition of combination of different nudged variables, 668 
different model configuration, and other seasons. Furthermore, considering that the optimal 669 
nudging schemes are dependent on regions, nudged variables, and sometimes vary with 670 
simulated time, It must be honestly put that there may be no best option in all variables and 671 
cases. For the comparison of grid nudging and spectral nudging, as mentioned in the 672 
introduction, the conclusions were not the same under different conditions. Apart from the 673 
different nudged variables, grid nudging was sensitive to nudging time. Spectral nudging is 674 
not sensitive to nudging time but sensitive to cut-off wavelength [18]; and the wavelength 675 
cannot be set separately for each nudged variable. Putting them together would make it 676 
difficult to compare and analyze the role of each nudging parameter. Based on this, the grid 677 
nudging was only considered in this study. In our future work, similar approach will be taken 678 
for spectral nudging.  679 
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