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1 Abstract: Face routing has been adopted in wireless sensor networks (WSNs) where topological
= changes occur frequently or maintaining full network information is difficult. For message forwarding
s in networks, a planar graph is used to prevent looping, and because long edges are removed by
s planarization and the resulting planar graph is composed of short edges, messages are forwarded
s along multiple nodes connected by them even though they can be forwarded directly. To solve this,
s face routing using information on all nodes within 2-hop range was adopted to forward messages
»  directly to the farthest node within radio range. However, as the density of the nodes increases,
s network performance plunges because message transfer nodes receive and process increased node
o  information. To deal with this problem, we propose a new face routing using the planar graphs
1o of neighboring nodes to improve transfer efficiency. It forwards a message directly to the farthest
1 neighbor and reduces loads and processing time by distributing network graph construction and
1z planarization to the neighbors. It also decreases the amount of location information to be transmitted
1z by sending information on the planar graph nodes rather than on all neighboring nodes. Simulation
1« results show that it significantly improves transfer efficiency.

s Keywords: face routing; distributed processing; planar graph; transfer efficiency; high density WSN

1 1. Introduction

17 Wireless sensor network (WSN) is a multi-hop wireless network composed of a number of
1= randomly deployed sensors capable of communicating for a specific purpose. For data delivery
s in WSNs, geographic routing has been considered as an appropriate routing strategy due to
20 being stateless under the constrained resources and a number of data transferring methods using
xa  geographic information in WSNs have been studied [1-4]. Geographic routing using the location
22 information of a node instead of its network address has been classified as single-path, multi-path,
= and flooding-based [5]. Greedy routing and face routing are used in the single-path approach.

24 Greedy routing forwards a message to a neighbor node closest to the destination, but routing
= fails if there is no neighbor node closer to the destination than the message transfer node. However,
26 face routing transmits a message along the face boundary of a planar graph built by eliminating
2z intersecting edges that can cause loops in a network graph. It is used as one of the methods for
2s handling communications in a void area where a message cannot be forwarded by greedy routing [6].
20 Face routing involves a planarization process which removes intersecting edges in a network
30 graph in order to construct a planar graph, whereby the generated planar graph should not be
a1 segmented due to the eliminated edges. The Gabriel graph (GG) [7] and the relative neighborhood
sz graph (RNG) [8] are representative planar graphs in which the network is not cut off when they are
33 constructed using only local information [9]. In order to perform planarization while preventing the
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.« segmentation of a network, GG and RNG remove long edges that might be an intersecting edge in
s anetwork graph. Therefore, planarization results in a planar graph consisting of only short edges.
s However, this causes inefficiency because a message is sequentially transferred to the remote node
sz within radio range along the nodes on a face boundary made up of short edges even though it could
s be directly forwarded.

39 In order to mitigate the inefficiency, face routing using the location information on all nodes
«0 within 2-hop range has been proposed [10]. It forwards a message directly to the most remote neighbor
a1 located on the routing path within radio range. In this method, a message transfer node builds a local
a2 full network graph within radio range using 1- and 2-hop node information, performs planarization
a3 to construct a local full planar graph within radio range, discovers the most remote node to which a
« message can be forwarded, and sends a message directly to the selected node without traveling via
s intermediate nodes. Since the location information on all the 2-hop nodes as well as the immediate
s neighboring nodes must be transmitted to the message transfer node, the amount of information to be
«z transmitted is increased compared to legacy face routing. In addition, because the method requires
«s construction of a network graph using the increased information and then performing planarization,
20 the number of calculations is increased, as is the consumption of resources such as memory and energy.
50 This phenomenon makes the efficiency drop sharply due to the long computation time and the
s:  high energy consumption caused by the large number of nodes deployed within radio range and
s2 their position information in a high density WSN. In addition, whenever a node within 2-hop range is
ss added or deleted and regardless of whether it affects the routing, the message transfer node always
s« receives information on the changed node and performs network graph generation, planarization, and
ss routing again.

56 In this paper, we propose a novel face routing that uses the planar graphs of the message transfer
sz node’s neighbors to forward a message to the most remote neighbor on the route within radio range
s« without traveling via intermediate nodes to improve transfer efficiency and to solve the problems
ss previously mentioned in existing face routing methods.

60 In the proposed face routing, a message transfer node receives the information on the planar graph
e1 of its neighbors and it constructs a local full planar graph within radio range. Using the generated
ez Pplanar graph, the most remote neighbor node on a routing path is discovered and the message is
es transferred directly to the node without traveling via intermediate nodes. Unlike face routing using
e« 2-hop node information, the load for generating the local planar graph is distributed to each neighbor,
es  which reduces the amount of location information to be transmitted by sending only the information
es on the planar graph nodes rather than on all of the neighboring nodes. In addition, the efficiency
ez can be improved by virtue of only receiving information when a node changes and recalculating the
es routing if there is an influence on the planar graph rather than every time a node is added or destroyed.
es That is to say, if a node is added to the network but it is removed during the planarization process
7 of the neighbor, the changed node information need not be transmitted to the message transfer node
7 and it is not necessary to recalculate the routing. And, if a node is removed from the network but
72 has already been deleted in the existing planar graph, the changed topology need not be transmitted.
7s  Furthermore, in order to improve transfer efficiency while balancing energy consumption of each node,
za a message transfer node, if its remaining power is low, sends a message to the nearest neighbor along
7 a face boundary instead of forwarding it to the remote node to minimize energy consumption.

76 The rest of the paper is organized as follows. In Section 2, we provide a review of related work.
7z In Section 3, we discuss the problem of planar graphs and planarization, and in Section 4, we explain
7e the proposed face routing in detail. In Section 5, a comparison of its performance with existing
7o researches through experiments is reported, and conclusions are drawn in Section 6.

so 2. Related Works

81 Early proposals for face routing methods using planar graphs include Greedy Face
s2 Greedy (GFG) [11], Compass Routing II [12], Greedy Perimeter Stateless Routing (GPSR) [9],
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ss Greedy Other Adaptive Face Routing (GOAFR+) [13], GOAFR++ [14], and Greedy Path Vector Face
s« Routing (GPVFR) [15]. The methods forward a message along a sequence of faces intersecting with
ss line st between the source (s) and the destination (f). A face change occurs when the edge of a
ss face intersects with line st. Messages are delivered based solely on local information and the faces
ez are traversed sequentially, and to improve performance, they are able to choose whether to pass
ss through the intersecting edge or not when changing the face or to change how line st is set up and
e used. That is to say, they improve performance by changing the face after going through or without
oo passing through the intersecting edge. They also enhance efficiency by using the initial setup of line st
o1 without changing during the entire routing process, or using a newly set up line st whenever a face is
o2 changed. Their performance also depends on the choice of traversal direction change, i.e. clockwise or
o3 counterclockwise. In short, early face routing improves performance and efficiency by determining
o« how line st is set, when to change the face, which face to change to, and in which direction to explore
os the faceis.

% ProgressFace [16] and Concurrent Face Routing (CFR) [17] have improved the performance and
oz efficiency of early face routing by modifying how to forward the message instead of adjusting how
es to change the face. ProgressFace alleviates the problem of too many hops being taken if messages
oo are forwarded in the wrong direction due to the unbalanced deployment of the nodes. It finds the
100 direction with the smallest number of hops through an additional traversal step and improves routing
11 efficiency by setting the forwarding direction to the way it finds, after which it sends the message.
102 CFR focuses on the speed of message delivery and accelerates the message propagation by sending
103 messages concurrently in both directions of faces intersecting with line st. It can send messages to the
10a  destination via the shortest possible route because it disseminates them through all available routes via
15 the faces adjacent to line st. Although it sends many duplicate messages to the network, it improves
ws  routing performance by sending messages at speeds similar to those sent by the shortest path.

107 All of these face routing methods have improved the performance, efficiency, and speed of routing
108 by selecting the face, enabling changes of the face if necessary, adjusting the search direction, and using
100 an additional traversal step or forwarding duplicate messages. However, since they forward messages
1o by sequentially exploring all the nodes constituting a face regardless of radio range, performance
1 rapidly deteriorates due to the increased number of nodes that need to be traversed in high density
112 WSNs.

113 In order to improve the forwarding efficiency by considering radio range, face routing using
ua  all of the node information within 2 hops has been proposed [10]. This improves routing efficiency
us by building a local full planar graph with the information of the 1- and 2-hop nodes, and directly
ue forwarding the message to the most remote node within radio range using the generated graph.
ur  However, it is also unsuitable for high density WSNs due to the increased communication cost for
us transmitting the location information of such a large number of nodes within a 2-hop range and the
ue performance degradation caused by the increased calculation cost due to the increased number of
120 nodes.

121 3. The Problem with Planar Graphs and Planarization

122 GG and RNG are representative planar graphs constructed using only local information and do
123 not divide a network. They are built by removing what might be intersecting edges among the edges
124 between a message transfer node and its neighbors. Figure 1 shows the process of building a local
125 GG: Figure 1a represents the local network graph of node u and Figure 1b depicts the planarization
126 process which eliminates edges that do not fit the GG edge condition. An edge is removed if there is a
12z node other than node u and a neighbor in the circle whose diameter is their edge. To illustrate this, in
12s  Figure 1b, node a exists in the circle within the edge diameter between nodes u and x, so edge(u, x)
120 is removed. Figure 1c shows the planar graph generated after planarization. For the edge removal
130 process according to the GG edge condition, long edges are removed and only short edges are left.
11 Since the constructed planar graph consists of short edges, it causes a problem when forwarding a
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Figure 1. Planarization process: (a) local full network graph (r: radio range), (b) planarization, and
(c) local Gabriel graph (GG).

Figure 2. Face routing according to the node density: (a) a low density network, and (b) a high density
network.

132 message sequentially along multiple nodes in the face in spite of being able to send it directly when in
133 radio range.

134 In Figure 2a, if nodes u, v, w, x,y, and d are on the routing path that make up the face, a problem
135 with efficiency arises in that a message should have been transferred to node y after exploring nodes
1s 0, w, and x, butbecause edge(u, y) was removed during planarization, the message cannot be forwarded
137 from node u directly to node y. Consequently, in a high density WSN, the inefficiency caused by
13¢  this becomes even more exacerbated, as shown in Figure 2b; a message is transmitted through
130 15hops (u = v1 = ... = v13 = y — d) even though it could be transferred in only 2 hops (v — y — d).
140 As the density of the nodes increases, the number of nodes within radio range increases, and as this
11 happens, the edges of the planar graph become shorter during planarization. The shortened edges
12 intensify the inefficiency because they increase the number of nodes that need to be traversed when
13 forwarding a message.

s 4. Transfer-Efficient Face Routing

145 In this section, we explain in detail the proposed face routing: transfer-efficient face routing
16 (TEFR), which improves transfer efficiency by using the planar graph of the neighbor. We describe the
147 exchange of location information between nodes and the construction of local planar graphs, then we
e define the process of discovering the node to send a message to using the generated planar graphs of
s its neighbors. Finally, we analyze the performance of the proposed face routing.

150 TEFR is used in conjunction with greedy routing for message forwarding in void areas where
11 greedy routing cannot deliver a message. We assumed that nodes are deployed randomly in a
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152 two-dimensional plane, that the link between nodes is reliable, and that their power status, their own
153 position and the location of the source and destination of the message are known. We used a GG
15 composed of a unit disk graph as a planar graph.

15 4.1. The Exchange of Location Information

156 The first step of TEFR is to exchange location information between nodes. Since TEFR is a
157 position-based routing method, it is necessary to collect the location information of the neighbors
1ss  that is exchanged periodically using a beacon or aperiodically when there are topological changes. A
150 beacon message consists of three fields:

10 o id: the local identifier of a node used to distinguish nodes within 2-hop range.
161 e Lyand Ly: the x and y coordinates of a node indicating its location.

162 Since the message transfer node in TEFR uses the planar graph of itself and its neighbors, it can
163 receive position information on 2-hop nodes from its neighbors. Therefore, all node ids should be
1es identified within 2-hop range. Figure 3 demonstrates the exchange of location information between
1es  nodes. Since message transfer node u can receive location information on n1, 1y, n3, n4, and ns5 located
16 at 2 hops from neighbors, i1, i3, i3, 14, i5, and is, node ids need to be distinguished within 2-hop range.

Figure 3. Beaconing: the exchange of position information between nodes.

167 4.2. Build a Local Planar Graph

168 The second step of TEFR is to construct a local planar graph using the location information on the
10 Neighboring nodes and to transfer the information on the constructed planar graph to the message
1o transfer node. The message transfer node and its neighbors generate their own local network graphs
11 and their local GGs are built after planarization. Table 1 shows the edge list of the constructed local
12 network graph of the message transfer node and its neighbors after exchanging location information
173 between nodes in the network in Figure 3. Although the local network graph is part of the overall
1za  network graph, it is still possible to cause a loop across the entire network. Thus, even though the local
175 network is tiny, it is necessary to remove any intersecting edges which might cause a loop by applying
wre planarization.

177 A local GG edge list is built for the message transfer node and its neighbors by removing edges
1ze  that do not satisfy the GG edge condition from the edge list of the local network graphs to prevent
170 looping. Figure 4 shows a local network graph and a local planar graph of node ig as an example of a
10 planar graph built for the neighbors of a message transfer node. In Figure 4a, to perform planarization
11 for node ig, the GG edge condition is applied to all the edges connected to its neighbors. The resulting
12 planar graph is shown in Figure 4b.
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Table 1. The local network graph edge lists of message transfer node u and its neighbors in Figure 3.

nodeu nodei; nodei; nodei; nodeiy nodeis nodeig

u,iq i1, U ir, U i3, U ig, U i5, U ig, U
u, ip i1, i ip, i1 i3, i1 ig, I i, i ig, I
u,is i1, 13 in, I3 i3, Ip iy, 13 is, i3 ig, i3
U, iy i1, 15 in, i4 i3, 14 iy, i5 is, iy i6, 14
u, is iy, i5 i3, i5 is, 16 is, ig i6, I5
u, i6 iz, i6 i3, ié i4, ns i5, np i6, nq
ip, Ny ig, Ny is, 2 ig, 2

is, 13 ig, 13

i5, M4 i6, M4

Figure 4. Local graphs of node ig: (a) the local network graph, and (b) the local Gabriel graph (GG).

183 Planarization is performed independently on the message transfer node and all its neighbors.

1es  The pseudo-code running on each node for generating the GG edge list from the edge list of a local
s Network graph is as follows.

Algorithm 1 Generating the GG edge list from the edge list of a local network graph.

LNG: edge list of the local network graph
LGG: edge list of the local Gabriel graph

for all edges in LNG do
if (there exists no node in the circle with edge’s diameter) then
add edge to LGG
end if
end for

186 The algorithm generates the GG edge list by selecting those edges meeting the GG edge condition
1z among all edges on the local network graph. Table 2 shows the GG edge lists constructed by applying
1ss  Algorithm 1 to the local network graph edge lists in Table 1. The strikethroughs in Table 2 represent
180 edges that were deleted during planarization, so are not GG edges.
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Table 2. The local planar graph edge lists of node u and its neighbors in Figure 3.

nodeu nodei; nodei; nodei; nodeiy nodeis nodeig

u, i i, u ir, u it iyt is g
u, ip Dvars i i3, i1 ig, I i5riy ig, 12
ity i1,13 i2, 13 i3,1p ig, 13 513 t5t3
Hiig i1, N5 in, i4 i3, iy ig, is is, iy foriy
s toris t3i5 o is, ig ig, is
i i, ig i iy isrHT forhT

i5, N4 iz

Since TEFR distributes planarization to the neighbors of the message transfer nodes, it is possible
to solve the problem that the load is concentrated on the message transfer nodes, which makes face
routing using 2-hop node information so inefficient. Moreover, because a message transfer node only
receives information of the planar graph nodes rather than of all neighboring nodes, the amount of
position information to be transmitted can be reduced. In addition, the changes are transmitted to a
message transfer node each time a node is added or removed only if the planar graph is affected due
to a change in topology. Therefore, TEFR improves efficiency and minimizes the amount of location
information that needs to be transferred.
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Figure 5. Topological changes that do not affect the planar graph: (a) changed local network graph,
and (b) (a)’s planar graph.
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Figure 6. Topological changes that affect the planar graph: (a) changed local network graph, and
(b) (a)’s planar graph.

198 Figure 5 and Figure 6 show two cases where the changed node information is either sent or not

100 sent to the message transfer node when a node is added or removed. Figure 5 shows the case where the
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200 topology is changed but the changes do not affect the planar graph, while Figure 6 shows the opposite
201 case to Figure 5 where the changed node information should be sent to the message transfer node.
202 Figure 5a is the local network where new nodes a; and a, are added, and node i3 is deleted in the
203 network of Figure 4a. Even if nodes 41 and a; are added but the edges between node ig and them are
204 deleted during planarization, this does not affect the existing planar graph. Furthermore, even though
2s node i3 is removed from the network since edge(ig, i3) has already been deleted from the existing
206 planar graph due to not fitting the GG edge condition, this also does not affect the existing planar
202 graph. Figure 5b shows the planar graph after topological changes have occurred. Since it is the same
208 as before the network change, the changed node information is not transmitted even though there
200 have been topological changes.

210 Figure 6 shows the case where a topological change affects the planar graph. Figure 6a depicts the
2z local network where new node by is added to the network of Figure 4a and iy is deleted. edge(ig, by )
212 becomes a new edge on the planar graph according to the GG edge condition, and edge(ig, is), which
23 was an edge on the existing planar graph, is removed because the node has been deleted (Figure 6b
2a shows the planar graph after adding and removing the nodes). Since the existing planar graph has
215 been changed, the changed planar graph information on node i must be sent to the message transfer
26 node.

a7 4.3. Remote Node Selection and Message Forwarding

218 The last step in the TEFR is to discover the node located at the most distant hop on a routing
210 path within radio range using the information on the planar graphs of the neighbors at the message
220 transfer node, and then send the message. The message transfer node generates an edge list of the full
2z planar graph within radio range using the local planar graph information received from the neighbor
222 to determine which node the message is to be transferred to.

223 Table 3 shows the full GG edge list within radio range built with the planar graph information
224 of its neighbors at message transfer node u in Figure 3. Each item in the edge list consists of the start
225 node id, the end node id, and their x, y coordinates: p_id, the immediate neighbor of the message
226 transfer node, is the node id whose local planar graph is sent to the message transfer node and is the
227 starting node of the edge; n_id represents the opposite side node of the edge; and L, and Ly represent
226 the location information for the p_id and n_id nodes. When the start and end nodes of all edges in
220 the list are connected, a full planar graph within radio range of a message transfer node is generated.
230 Figure 7 shows the local full GG within radio range of message transfer node u, which is constructed
21 using the edges in Table 3.

232 TEFR uses the generated edge list to determine the node to send the message to. In the discovery
233 process, four cases need to be considered, as shown in Figure 8. The first three cases are for direct
23s  forwarding to the remote node within radio range and the last case is for sequential forwarding applied

Table 3. The GG full edge list of node u within radio range in Figure 3.

. . p_id n_id . . p_id n_id
p_id n_id I L, Lx L p_id n_id L L, L L
u i Xu Yu Xy Y i3 o Xy Yis Xy Vi
u i1 Xu  Yu o Xy Vi i3 iy Xy Yo Xy, Vi
i1 uooxXp Vi Xu o Yu ig i3 X, Y, Xy Vi
i1 s X, Yio X Yi iy X, Y X, Vi
iq ns5 Xip  Yii  Xns  Yns iy is Xiy Yiy Xis Yis
i U Xy, Y, Xu  Yu is o Xig Yis  Xig Vi
i e X, Y, Xig  Yig is ng  Xig Yis  Xnyg  Yny
iy iy Xiy Yip Xy Y I5 iy Xis  Yis  Xiy Yiy
ip i3 X, Y, Xy Yi i6 5 X Yi, Xis Yis
i3 i X, Yo Xn Y ig Xy Yie X, Vi
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Figure 7. Local full Gabriel graph (GG) within radio range of node u.

23 when the remaining power of a message transfer node is insufficient. For direct transmission, the first
236 is when message forwarding occurs within the same face, the second is when a face change occurs,
237 and the third is when the routing mode is switched from face routing to greedy routing.

238 In the first case, a message is sequentially transferred along the face within radio range and the
230 change of face or routing mode does not occur during the routing. In this instance, the node located at
200 the last hop of the face boundary within radio range is selected as the node where the message is to be
21 sent to. Figure 8a shows the case where a message is forwarded within the same face. TEFR selects
22 node a located at the farthest hop within radio range of message transfer node s as the most remote
2a3  node, and the message is sent to it.

248 The second case arises when a face change occurs while the message is forwarded within radio
2es  range because the line from the source to the destination and a face boundary edge intersect. In this
2e6  case, TEFR transmits a message to the node where the intersecting line occurs, not the most distant
2a7  hop node within radio range. After the selected node receives the message, it changes the face and
2e  routing is continued. Figure 8b shows the case where the face is changed because the intersection
20 between line st and edge(y, z) occurs while traveling to the face within radio range of message transfer
20 node x. If a message is sent to the most distant node z without considering the face change at message
=1 transfer node x, a loop occurs because the face change does not execute. Therefore, message transfer
22 node x forwards the message to node y where the face change occurs, after which node y changes the
253 face and then continues routing.

284 The third case happens when it is necessary to switch to greedy routing while traveling to a face
25 within radio range. TEFR immediately switches from face routing to greedy routing when greedy

(@) (b) (d)

Figure 8. Four cases of node selection: (a) routing within the same face, (b) a face change occurs,
(c) return to greedy mode, and (d) sequential forwarding. The arc in (c) signifies the distance between
the destination () and node s where the face routing started.
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26 routing is enabled and it forwards a message according to greedy routing. Figure 8c shows the case
27 where the routing mode needs to be switched from face routing to greedy routing during face traversal
2 within radio range. Message transfer node a forwards a message to the first node b closer to the
20 destination (¢) than node s where face routing started without sending a message to the farthest hop
260 node ¢ on the face boundary within radio range. After receiving the message, node b switches to
21 greedy routing and performs message forwarding.

262 The last case occurs when a message transfer node has low residual power. A message is sent
263 sequentially along a face boundary instead of being forwarded to the remote node. Because energy
26s consumption increases as the distance to be transmitted increases in wireless communication [18], a
2es message transfer node sends a message to its nearest neighbor when the energy level is low to minimize
206 power consumption. This extends the lifetime of the node and consequently prolongs the lifetime
2z of the WSN. By selectively transmitting a message to the remote node or nearby nodes according to
2es the remaining power, transfer efficiency can be improved while using the energy of each node in a
200 balanced manner. Figure 8d shows the case where a message transfer node has less energy than the
270 threshold for direct transmission. Message transfer node c can forward a message directly to remote
2 node y, but it sends a message to nearest node x to minimize energy consumption.

272 Since TEFR can determine the routing path in advance within radio range using the full GG edge
273 list, it can establish the most remote node where a message can be transferred most efficiently, and a
27a message can be sent directly to the selected node. That is to say, TEFR can directly send a message
zs  without journeying via intermediate nodes by simulating routing internally using the edge list as in
27 Table 3 and selecting a remote node in the same way as actually traveling the nodes constituting the
27z face within radio range.

278 Figure 9 shows the internal process of node selection at a message transfer node required to send
270 a message, which corresponds to the case of forwarding a message within the same face as in Figure 8a.
20 All the processes in Figure 9 are performed internally at message transfer node u, and after the process
=2e1  is finished, a message is forwarded to the selected node.

282 Figure 9a shows the beginning of the face routing simulation to establish the node where the
203 Imessage is to be sent to. Face routing is started at message transfer node u because there is no node
2sa  closer than itself to the destination () among the neighbors. Node u selects i, as the next node to be
2ss  explored by applying the left-hand rule based on line ut among neighboring nodes i; and i, in the GG
206 edge list in Table 3.

287 In Figure 9b, node i, selects ig as the next node to explore according to the left-hand rule, and
2es  checks whether it is within radio range of node u, whether the routing mode should be switched to
200 greedy routing, and whether an intersecting edge occurs. Node i¢ is located within radio range of
200 node 1, is farther from the destination than node u where face routing started, and edge(iy, ig) does not

1
1
l

l6

\

(© (d)

Figure 9. Phases of TEFR node selection: (a) the start of simulating face routing, (b) & (c) select the
next nodes of nodes i and ig, respectively, and (d) the termination of node selection. The arc signifies
the distance between the destination () and node u where face routing started.
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201 intersect line ut. Thus, ig is selected as the next node to navigate to. In Figure 9c¢, i5 is selected as the
202 next node to travel to from node i in the face routing procedure according to the same condition as
203 node ig.

208 In Figure 9d, node n4, which is the next node along from node is, is beyond the radio range of
205 message transfer node u. Therefore, message transfer node u terminates the node discovery process
206 and selects i5 as the target node to send the message to. Message transfer node u improves the transfer
207 efficiency by sending a message directly to the most remote node is without actually passing through
206 the intermediate nodes i and ig. The pseudo-code for selecting the most remote node using the GG
200 full edge list of a message transfer node and sending a message is as Algorithm 2.

Algorithm 2 Selecting the most remote node using the GG edge list and sending a message.

Ihn : a node according to left hand rule

ctn : a current traversal node

min : a message transfer node

frn : a node where face routing started

thd : the power threshold for direct transmission

select [hn of ctn from GG edge list
if ( the power level of ctn < thd ) then
send message to [hn, exit
end if
while (/hn is located within radio range of mtn) do
if (Ihn is closer to the destination than frn) then
change mode to greedy routing
send message to lhn, exit
else if (the edge between [hn and ctn intersects st) then
send message to ctn, exit
else
set ctn with [hn
select [hn of ctn from GG edge list
end if
end while
send message to ctn, exit

s00 4.4, Analysis

TEFR utilizing the local planar graphs of the message transfer node’s neighbors needs more
location information compared with legacy face routing using local information but uses less position
information than face routing using the information on all nodes within 2-hop range. Equation (1)
compares the quantity of location information transmitted to a message transfer node. In the equation,
the left hand side is legacy face routing, the middle is TEFR, and the right hand side is face routing
using 2-hop node information:

nxm<nxm4nx((1=A)xn)xm<nxm+n>xm, 1)

s01  Where 7 is the average number of neighboring nodes per node, m is the data size of location information
302 for one node, and A is the ratio of nodes removed in planarization (0 < A < 1).

303 In equation (1), in legacy face routing, a message transfer node only receives location information
s on the average number of neighboring nodes, while TEFR receives the location information on the
s0s immediate neighbors and their planar graph nodes after planarization. Face routing using 2-hop node
s0s information receives the location information on the immediate neighbors and all of their neighbors as


http://dx.doi.org/10.20944/preprints201709.0152.v1
http://dx.doi.org/10.3390/s17102402

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 29 September 2017 d0i:10.20944/preprints201709.0152.v1

12 0f 18

sz well. The amount of location information required for TEFR is the same as that for face routing using
a0 2-hop node information when nodes are not removed in the planarization step (A = 0), and becomes
a0 close to that of legacy face routing as the number of removed nodes increases.
310 In a high density WSN, TEFR does not rapidly increase the amount of position information to be
su  transmitted because even if the number of nodes increases, those removed by planarization increases
sz and A becomes bigger as the density of the nodes increases. TEFR uses the location information on
a3 more nodes than the legacy face routing to improve transfer efficiency, but it reduces the amount of
as  position information in comparison with face routing using 2-hop node information because message
as  transfer nodes only receive the information on the planar graph nodes of their neighbors.
Equation (2) compares the end-to-end delay of face routing within radio range. The first formula
is the delay of legacy face routing, the second is that of face routing using 2-hop node information, and
the last is that of TEFR.

(n —1) X (Dew + Dt +k x Dpp + Dps + Dy),
Dew + Dt + k* X Dpy + Dps + Dy
>Dew + Dt +k x Dpy + Dps + Dy ()

s1s  End-to-end delay can be divided into propagation delay (D, ), transmission delay (D), processing
s1i7  delay (Dy), and queueing delay (D) [19]; we divide D, into the time (D) required to execute
sis  planarization for individual neighboring nodes and the time (D,s) for determining the node to which
a0 the message is to be sent. Furthermore, in the formulae, 7 is the number of nodes on the face boundary
s20  to be traveled within radio range (n > 1) and k represents the average number of neighboring nodes.
a2 In equation (2), since legacy face routing needs to sequentially travel the nodes on the face
sz boundary, the end-to-end delay is highly influenced by the number of nodes constituting the face.
:2s  However, TEFR and face routing using 2-hop node information are not affected by the number of
:22  nodes constituting the face because the message is forwarded directly to the most remote node within
:2s  radio range.

326 Since face routing using 2-hop node information performs planarization on all edges within 2-hop
sz range of the message transfer node, the execution time of planarization is required for the square
s2s  Of the number of neighboring nodes. On the other hand, TEFR only requires the execution time for
s20 planarization on the local nodes because it performs planarization independently on each neighboring
3.0 node. As the number of deployed nodes increases, the performance of face routing using 2-hop
a1 node information decreases rapidly due to the increase in planarization time caused by squaring the
sz number of neighboring nodes. In contrast, TEFR can forward a message without an abrupt decrease in
:s performance because the planarization time is gradually prolonged in proportion to the number of
s neighboring nodes.

s3s 5. Performance Evaluation

336 In this section we compare the performance of legacy face routing, face routing using 2-hop
sz node information, and the face routing proposed in this paper. In order to compare the independent
e performance of each, we implemented the simulation with only face routing except greedy routing.

330  5.1. Simulation Environment

340 We simulated the performance of the proposed face routing using the network simulator Qualnet
:a1 4.0 [20]. The radio range of the sensor node was 50 ~ 250m, and 200 ~ 1,500 nodes were randomly
s2  deployed in a space of 1,000 x 1,000m2. The network model was a unit disk graph connected from the
a3 source to the destination, and GG was used as the planar graph. The simulation time was set to 100
sae  seconds and each sensor node transmitted its position to its neighbors. All the results were the average
a5 of each simulation experiment repeated 100 times. In the simulation, Greedy Face Greedy Routing
s (GFG) [11] as legacy face routing using local information, Shortcut Based Face Routing (SBFR) [10]
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sz using all node information within 2-hop range, and TEFR using the planar graphs of neighbors were
s used.

sa0  5.2. Simulation Results

350 Figure 10 shows a graph comparing the time at which the message was forwarded from the
s source to the destination according to the number of deployed nodes. With GFG, as the number
52 of deployed nodes increases, the number of nodes to be traveled increases because the number of
353 nodes constituting a face increases. Thereby, the transfer time increases gradually in proportion to the
sss  increased number of nodes. With SBFR, since a message is sent directly to the most remote node within
s radio range, even if the number of nodes increases, the time for forwarding a message is constant.
s  However, since it performs planarization on all nodes within 2-hop range of a message transfer node,
357 as the number of nodes increased, the computation time increased, resulting in the message transfer
s time, which includes the computation time, becoming longer. Since TEFR sends a message directly to
30 the most remote node within radio range and the generation of the planar graph is performed in a
se0  distributed manner at the neighbor node, the increase in the number of nodes has little effect on the
se1  transfer time. From the experimental results, we can confirmed that the transfer time of TEFR was
se2  hardly affected by an increase in the number of nodes.
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Figure 10. Transfer time according to the number of deployed nodes (Radio range: 100m).

363 Figure 11 shows a graph comparing the transfer time from the source to the destination according
see  to changes in radio range. With GFG, even if the radio range is widened, it is necessary to sequentially
ses travel along the nodes connected with short edges regardless of the radio range. Thus, the transfer
ses  time did not decrease even when the radio range was expanded. With SBFR, as the radio range
se7  increases, a message can be directly sent to a node located at a longer distance, thereby reducing
ses  the transfer time. However, as the radio range is widened, the number of nodes within radio range
se0 increases and the construction time of the planar graph increases accordingly. As the radio range
a0 exceeds a certain distance, the wider the radio range, the longer the transfer time. With TEFR, even if
snn the number of nodes to be planarized increases due to an increment in radio range, the transfer time is
sz not significantly affected because planarization is distributed to the neighbors of the message transfer
a3 node, and the message can also be sent directly to the node farthest away. As a result, as the radio
s7a  range increased, the transfer time decreased.

375 Figure 12 shows the transfer time of each face routing according to the ratio of the node that can
s7e  forward a message directly to the remote node in an experiment to consider the power state of the
sz node. In practice, SBFR does not take into account the power state of the node, but in order to compare
a7s  the transfer time in this simulation, it sends a message sequentially when a message transfer node
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Figure 11. Transfer time according to radio range (Deployed nodes: 500).

s7s  has less power than the threshold. Since GFG transfers a message sequentially along a face boundary,
;0 the transfer times are similar regardless of the proportion of nodes performing direct transmission.
;s However, in SBFR and TEFR, the number of nodes forwarding a message to the remote node also
2 increases as the ratio of nodes capable of direct transmission increases, resulting in a decrease in
;e  end-to-end transfer time. The ratio of nodes is 0% when all of the deployed nodes send messages
;e sequentially along the face boundary, and when the ratio of nodes is 100%, all nodes are able to forward
;s messages directly to the remote node. TEFR shows performance similar to GFG or SBFR when the
;s nodes send messages sequentially. In addition, as the number of nodes capable of direct transmission
se7  increases, it performs better than GFG and SBFR due to the increased ratio of forwarding a message
see  directly to the remote node and the faster computation time for routing than SBFR.
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Figure 12. Transfer time according to ratio of nodes capable of direct transmission (Radio range: 100m,
Deployed nodes: 1500).

389 Figure 13 is a graph of the total number of hops from the source to the destination by the number
a0 of deployed nodes. With GFG, as the number of deployed nodes increases, the edges on the planar
301 graph become shorter. Therefore, the number of hops to journey from the source to the destination
302 increases. Since SBFR and TEFR send a message directly to the most remote node within radio range,
303 the number of hops rarely changes even if the number of nodes increases in the same radio range.
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s0s  SBFR and TEFR show similar hop counts because the number of hops is not related to computation
s0s time when constructing a planar graph.
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Figure 13. Hop counts according to the number of deployed nodes (Radio range: 100m).

396 Figure 14 compares the number of hops with a change in radio range. With GFG, even if the node
307 that the message can be directly forwarded to is further away due to the increased radio range, since
e long edges are removed in planarization and a message is forwarded along short edges, the radio
300 range expansion does not affect the number of hops. In SBFR and TEFR, as the radio range increases,
200 the number of hops decreases because they can transfer a message directly to a node that is further
201 away, which was confirmed by the simulation results.
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Figure 14. Hop counts according to radio range (Deployed nodes: 500).

402 Figure 15 depicts a comparison of the amount of location information to be transmitted as the
203 number of nodes increases within the same radio range. Because GFG receives and uses only the
a0s position information of the message transfer node’s neighbors, as the number of deployed nodes
a5 increases, the number of neighboring nodes increases, and so the amount of the location information
ss to be transmitted gradually increases. With SBFR, since the location information on all nodes within
sz 2-hop range must be transmitted to the message transfer node, the amount of location information to
a0s be transmitted sharply increases as the number of nodes increases. In other words, when the average
200 number of neighboring nodes in radio range is n, the message transfer node receives the position
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Figure 15. The quantity of transferred location information according to the number of nodes (Radio
range: 100m).
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Figure 16. The quantity of transferred location information according to the radio range (Deployed
nodes: 500).

a0 information on 1 + n? nodes since it receives the location information on n immediate neighboring
a1 nodes and n neighboring nodes for each of them. With TEFR, since the position information on its
a1z neighbors and their planar graph nodes is transmitted to the message transfer node, the amount of
a3 position information increases further as the number of nodes increases compared to GFG. However,
a1a unlike SBFR, the amount of location information does not increase rapidly because only the information
a5 of the nodes after planarization is transmitted. As the number of deployed nodes increases, the number
a6 of removed nodes in planarization also increases. Therefore, the amount of location information does
a1z not increase sharply even if the number of nodes to be deployed increases.

a1s Figure 16 shows changes in the amount of location information as radio range increases. With
a9 GFG, as the radio range increases, the number of the neighbor increases and the amount of location
a20 information to be transferred increases accordingly. With SBFR, as the radio range increases, more
a1 neighboring nodes transmit position information because of the much larger number of nodes in 2-hop
a2 range. Thus, as the radio range is expanded, the amount of the location information to be transmitted
a3 increases rapidly. With TEFR, even if the radio range increases, since only the location information on
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a2 some neighbor nodes of the planar graph after the planarization is transmitted to the message transfer
a2s  node, the amount of the location information is not increased by as much as with SBFR.

426 The experimental results show that the proposed face routing did not increase the transfer time,
a2z unlike with GFG and SBFR, even when the number of nodes increased, and the transfer time lessened
a2s  as the radio range increased. A message was able to be sent to the destination within a certain number
a20  of hops regardless of the number of deployed nodes as long as the network was the same size. As the
a0 radio range became wider, the hop count was gradually reduced because a message can be directly
a1 forwarded to a node located at a longer distance away. In comparison with face routing using local
sz information, more position information needs to be transmitted because the planar graph information
a3 of the neighbor is additionally used. However, since the neighbors of the message transfer node only
«3a  transmit information on some nodes after planarization, it uses less location information than face
a5 routing using 2-hop node information.

436 Through our experimental results, we can see that the proposed face routing was able to forward
.37 a message at a faster and more constant rate in a high density WSN than the existing face routing
s methods, and it was able to forward messages to the destination within a certain number of hops.
a3 Furthermore, as the radio range was enlarged, the transfer time was reduced because the messages were
a0 forwarded by traveling via a smaller number of nodes from the source to the destination. Therefore,
«a1  transfer efficiency can be further improved by adjusting the radio range when applying the proposed
a2 face routing in practice.

a3 6. Conclusions

a4a In this paper, we propose a new face routing to improve transfer efficiency by forwarding a
a5 message directly to the most distant hop node on a routing path within radio range using the planar
ass  graphs of neighbors. Since traditional face routing transfers a message using a planar graph to prevent
a7 aloop, a problem with decreased efficiency occurs as a result of forwarding a message sequentially
as  along a face boundary composed of short edges although it can be delivered directly. In order to solve
a0 this problem, face routing which forwards a message directly to the most remote node within radio
«s0  range using all of the node information within 2-hop range has been proposed, but this makes message
a1 transfer nodes receive too much location information and requires a great deal of computation for
42 network graph generation and planarization. In a high density network, it causes another problem in
«s3  that the processing time increases rapidly and a huge load is concentrated on the message transfer
asa  nodes.

455 The proposed face routing distributes loads and reduces message transfer time by using the
ase  planar graph information of the message transfer node’s neighbors. It distributes the construction
«s7 and planarization process of the network graph to the neighbors and reduces the amount of position
ass  information to be transmitted through sending only the information concerning the planar graph
a0 nodes. Furthermore, it minimizes traffic and computation time for routing by transmitting the location
w0 information of changed nodes irrespective of topological changes and only when the planar graph is
a1 changed. These characteristics make it suitable for use in high density WSNs. Through performance
sz evaluation, we confirmed that the proposed scheme improved transfer efficiency compared to the
w3 existing face routing methods. In future research, we would like to study a method involving
sa end-to-end message forwarding within a limited timeframe regardless of the density of the deployed
as  nodes and how to efficiently forward a message in the real environment where the link is unreliable.
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