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Mean-field type games between two players driven
by backward stochastic differential equations *
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Abstract: In this paper, mean-field type games between two players with backward
stochastic dynamics are defined and studied. They make up a class of non-zero-sum dif-
ferential games where the players’ state dynamics solve backward stochastic differential
equations (BSDEs) that depend on the marginal distributions of player states. Players try
to minimize their individual cost functionals, also depending on the marginal state distri-
butions. Under some regularity conditions, we derive necessary and sufficient conditions
for existence of Nash equilibria. Player behavior is illustrated by numerical examples, and
is compared to a centrally planned solution where the social cost, the sum of player costs,
is minimized. The inefficiency of a Nash equilibrium, compared to socially optimal be-
havior, is quantified by the so-called price of anarchy. Numerical simulations of the price
of anarchy indicate how the improvement in social cost achievable by a central planner
depends on problem parameters.

MSC 2010: 49N10, 49N70, 49N90, 91A13, 93E20

Keywords: Mean-field type game, Non-zero-sum differential game, Coopera-
tive game, Backward stochastic differential equations, Linear-quadratic stochas-
tic control, Social cost, Price of anarchy

1. Introduction

A mean-field type game (MFTG) is a game in which payoffs and dynamics depend not only
on the state and control profiles of the players, but also on the distribution of the state-control
processes. MFTG has a plethora of applications in the engineering sciences, see [15] and the
references therein.

The theory of MFTG and mean-field type control (MFTC), initiated in [1], is well developed
for forward stochastic dynamics, i.e. given initial conditions [5, 8, 12]. In the deterministic case,
initial and terminal conditions are equivalent. However, in the stochastic case they are not,
and there are applications where stochastic dynamics with terminal conditions are of interest;
in [3], we propose a model for pedestrians groups moving towards targets they must reach, such
as deliveries and emergency personnel. The hard terminal condition leads to the formulation
of a dynamic model for crowd motion where the state dynamics satisfies a BSDE. A game
between such groups is of interest since it could be a tool for decentralized decision making
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under conflicting interests. Mean-field effects appear in pedestrian crowd models as approxima-
tions of aggregate human interaction, so the game would in fact be a MFTG [2]. Other areas
of application include strategies for financial investments, where often future conditions are
specified [14, 17, 18, 19, 21] and lead to dynamic models using BSDEs. On financial markets,
price is determined by the aggregates (mean-field effects) such as supply and demand, and
players on that market naturally compete.

BSDEs were introduced in [6] and the general theory is by now fully developed [28, 31]. Optimal
control of BSDEs with coefficients involving the marginal state distribution, mean-field BSDEs,
has recently gained attention. A key tool in optimal control of BSDEs (and SDEs) is the anal-
ysis of forward-backward systems of stochastic differential equations, arising both in dynamic
programming and from the Pontryagin type stochastic maximum principle. Forward-backward
SDEs are thoroughly treated in [30, 31], and the mean-field version in [12]. Mean-field BSDEs
were derived as limits of particle systems in [7]. Existence and uniqueness results for mean-
field BSDEs, as well as a comparison theorem, are provided in [9]. In [25] the linear-quadratic
BSDE control problem with deterministic coefficients is studied. Recent work on the control
of BSDEs includes [24, 29].

The natural next step is to extend control of mean-field BSDEs to games where the state pro-
cesses are mean-field BSDEs. In this paper we analyze a game between two players following
mean-field BSDE dynamics. This is in fact a MFTG, since the distribution of each player is
effected by both players’ choice of strategy. We also look at the cooperative situation, which
is a control problem, where a central planner optimizes the social cost. The social cost is the
the sum of player costs. The fraction between the worst case social cost in the game and the
optimal social cost quantifies the efficiency of game equilibria and was first studied in [22] for
traffic coordination on networks under the name coordination ratio. Later, [26] coined the term
price of anarchy.

Following the path laid-out in [1], we derive necessary and sufficient conditions for equilibria
and social optima, establishing a Pontryagin type maximum principle under Lipschitz and
differentiability assumptions on the involved cost and dynamic coefficient functions. As a con-
sequence, we have existence of a Nash equilibrium and a verification theorem. We solve a
linear-quadratic (LQ) case explicitly up to a system of ordinary differential equations (ODEs)
and provide numerical examples that pinpoint differences in player behavior between the game
and the centrally planned case. We study the price of anarchy, the price the players as a society
have to pay for having independent choice, by simulation in the LQ case. By varying parame-
ters, we observe how a central planner’s improvement depends on the players’ preferences.

The paper is organized as follows. The MFTG is defined in Section 2. Section 3 and 4 deal with
necessary and sufficient conditions for Nash equilibria and social optima; maximum principles
for the MFTG and the MFTC are derived. An LQ problem is solved explicitly in Section 5, and
numerical results are presented. The paper concludes with some remarks on possible extensions
in Section 6, followed by an appendix containing proofs.
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2. Problem formulation

Let T' > 0 be a finite real number representing the time horizon of the game. Consider a filtered
probability space (2, F,{F:}t>0,P) on which two independent standard Brownian motions
W1 W2 are defined, di- and dp-dimensional respectively. Additionally, y%p,y% € L%T (R
and &, Fo-measurable, are defined on the space. We assume that these five random objects
are independent and that they generate the filtration F := {F;}+>0. Notice that & makes Fy
non-trivial. Let G be the o-algebra on [0, T] x Q of F;-progressively measurable sets. For k > 1,
let S>* be the set of R¥-valued and continuous G-measurable processes X. := {X; : t € [0,T]}
such that E[sup,e(o7) | X¢[?] < 00, and let H2* be the set of R¥-valued G-measurable processes

X. such that E[fOT | Xs|%ds] < 0.

Let (U?,dyi) be a separable metric space, i = 1, 2. Player 4 picks her control u’ from the set
. . T
u' = {u 2 [0,T) x Q= U* | u. is F-adapted, E {/ dUi(’U,S)2dS:| < oo}. (2.1)
0

The distribution of any random variable x € X will be denoted by L£(£) € P(X), and —i will
denote the index {1,2}\i. Given a pair of controls (u!,u?) € U' x U?, consider the system of
controlled BSDEs

dY} = bi(t, 08, 077, Z)dt + ZM AW} + ZP2dW?E, Y =y, i = 1,2, (2.2)
where ©f = (Y}, £(Y{),ul) and Z;, = [2,' 2?22 Z?]. Furthermore,
b Qx[0,T] x Sx U x 8§ x U™F x RIXCh+2d2) _, (2.3)

where S := R? x P(RY) is equipped with the norm ||(y, u)||ls := |y| + da(p), do being the 2-
Wasserstein metric on P(R?). R4 (2d14242) 5 oquipped with the trace norm || Z || = tr(Z2*)"/2.
Note that if X is a square integrable random variable in R? then do(L£(X)) < oo and
L(X) € Py(RY), the space of measures with finite da-norm.

Given (ul, u?) € U xU?, a pair of RExRP*(@1+d2)_yalued G-measurable processes (Y, [Z"! Z5%),
i =1,2, is a solution to (2.2) if

T 2 T
y;‘:y;/t bi(s,@g,@;i,zs)dsz:/t ZWawi, vte[0,T], a.s., (2.4)
7j=1

and (Y7, (271 Z17]) € §24 x HZ2 4 (di+dz),

Remark 2.1. Any terminal condition yi € L%T(Q;Rd) naturally induces a F-martingale
Yy := E[yh | F;]. The martingale representation theorem then gives existence of a unique
process [Z, %] € H24*(di+d2) guch that Y, = yéﬂ+Zf’1th1 + ZP2dWE, e, (25, 27 plays
the role of the projection and without it, ¥* would not be G-measurable. Hence the noise
(W1 W2) generating the filtration is common to both players, and [Z.i’l, Z.i’Q], 1 =1,2 is their
respective reaction to it. Player ¢« may actually be effected by all the noise in the filtration
even if only some components of (W1, W?2) appear in b°. An interpretation of [ZZ A ’2] is that
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it is a second control of player i: first she plays u’ to heed preferences on energy use, initial
position etc., then she picks [ZZ ’1, A ’2] so that her path to yﬁ_p is the optimal prediction based
on available information in the filtration at any given time. The component b’ in (2.2) acts as
a velocity in.

Existence and uniqueness of (2.2) is given by a slight variation of [9, Theorem 3.1], where the
one-dimensional case is treated. For the d-dimensional mean-field free case, see [27].

Assumptlon 1. The process bi(w,-,0,...,0), i = 1,2, belongs to H2? and for any v' =
(v, pt ut y = pt ,Z) € SxleSxUQXRdX(leJFQd?) b (w,-,v%), i = 1,2, is G-measurable.

Assumption 2. Given a pair of control values (u u?) € U? >< U2 there exists a constant L > 0
such that for all t € [0,T] and tuples (y', ut,v?, 2, 2), (g, i, 52, ,z) €S x § x RU2d1+2dz)

717

L A T Y T T e A (R T T VA TR R T |
| (2.5)
<L ZH y M y M)“S—i_”z_z“F , P-as, i=1,2.

Theorem 2.1. Let Assumptions 1 and 2 hold. Then, for any terminal conditions yT,yT
L2(Q, Fr,P;RY) and (u!,u?) € U x U, the system of mean-field BSDEs (2.2) has a unique
solution (Y, (2", Z"%)) € $24 x H2 dx(d1+d2), i=1,2.

Next, we introduce the best reply of player i as follows:
T
J (w0 = E [ | e w0 £0), Yy £ ) (2.6)
0

for given maps f%:[0,7] x Sx U x S x U™ - Rand h': Q x S x S — R.

Assumption 3. For any pazr of controls (ul,u?) e U' x U?, fi(-,0",07") € LL(0,T;R) and
h(Yg, L(Y5), Yy ' L(Y ")) € L, (% R).

The problems we consider next are

1. The Mean-field Type Game (MFTG): find the Nash equilibrium controls of
inf  Ji(ubhuTt), i=1,2,
uielfi o | ’ ‘ . ‘ 4 (2.7)
st dY] =0b'(t,08, 077", Z,)dt + ZH AW} + Z2dWE, Y} =

2. The Mean-field Type Control Problem (MFTC): find the optimal control pair of

! UQi)Ielzii{lqu Juh u?) = T (ubu?) + T (u?ul),
s.t. dYi = bi(t, 08,077, Z,)dt + 7P AW} + ZP2aw?, Yi =, (28)
i=1,2.

In the game each player assumes that the other player acts rationally, i.e. minimizes cost,
and picks her control as the best response to that. This leads to a set of two inequalities,
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characterizing control pairs (u!, u?) that constitute Nash equilibria. In this paper, each player
is aware of the other player’s control set, best response function and state dynamics. Therefore,
even though the decision process is decentralized, both players solve the same set of inequalities.
When there are multiple Nash equilibria, there is an ambiguity around which one to play if the
players do not communicate. In the control problem, a central planner decides what strategies
are played by both players. The central planner might just be the two players cooperating
towards a common goal, or some superior decision maker. A control pair that minimizes the
social cost J is chosen. This cost can be though of as the total cost for a society made up by
the two players in the game. Logically, we expect the optimal social cost to be lower than the
social cost in a Nash equilibrium. The ratio between the worst case social cost in the game and
the optimal social cost is called the price of anarchy, and we will highlight it in the numerical
simulations in Section 5 where we also observe behavioral differences between MFTG and
MFTC given identical data.

3. Problem 1: MFTG

This section is the derivation of necessary and sufficient equilibrium conditions of (2.7). Given
the existence of such a pair of controls, we derive the conditions by the means of a Pontryagin
type stochastic maximum principle.

2

Assume that (ﬂl,ﬂ
of inequalities,

) is a Nash equilibrium for the MFTG, i.e. satisfies the following system

JHata?) < JH(ulia?), Wl eud?,
(3.1)

J2(a?al) < J2(u?a?), W e U’

Consider the first inequality, with @' chosen as a spike-perturbation of 4'. That is, for u. € U!,

o ‘_{ag, t € [0,T)\E-,

U 3.2
t u, te k.. ( )

Here, E. is any subset of [0, T] of Lebesgue measure ¢. Clearly, > € U'. When player 1 plays
the spike-perturbed control > and player 2 plays the equilibrium control 42, we denote the
dynamics by

{ AVt = bl (4,071, Y2 L(VE?), 62, Z5)dt + Zp W dWE + Z9 P dWE, Y =y, (3.3)

AV = 02 (t, YO8 LY, a2, 07, ZE)dt + Z9 > dWE + Z9 > dWE, Y2 = o,

The performance of the perturbed dynamics (3.3) will be compared with that of the equilibrium
dynamics

{ Ay =bM(t,0}, 67, Z,)dt + 2, AW} + Z;2dWE, Y1 =y, (3.4)

AV = 0(t,62,01, Z,)dt + Z2 AW + ZP2aWE, VE = 2.
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For simplicity, we write for ¢ € {b', f1, hl}, o € {b%, 2, h2}, 9 € {¥, fi,ht,i = 1,2},
55 = (1, 671, V7 LV, 02, Z5),
Uf = (YR L), 07, 60, ZF), (3.5)
Dy = 0,60, 61 7).
In this shorthand notation, which will be used from now on, the difference in performance is
JHasta?) — JHak; a?) [/ — fldt+h5t — bl . (3.6)
Any derivative of f : a — f(a) will be denoted 9,f, indifferent of the space the function is
mapping from/to.
Assumption 4. The functions
(' ptut, g, w2, 2) = O (G gty T 2)
(NN TENTER TS FE N K (RTNTR R N R (3.7)
(v g2 1) = Ry ety
are for all t a.s. differentiable at (©},02, Z;), (O}, 02) and (Y3, L(Y)), YE, L(YZ)) respectively.

Furthermore, N B N N
8yjb3€7 8ujb%? 8yjftl7 a;ﬂftZ’ 1,J=1,2, (38)
are for all t a.s. uniformly bounded, and
Ol + B ["(030h)] € Lk, (% RY). (3.9)
Fori=1,2,
— . A . 2 A . — . A c A . _ . A c
= o= D {0 MO = ¥9) + B [@5)" (%7 - V)] }
= (3.10)
+ 3 {o (1557~ 931) +o (BIYS - ¥51712) }-
7=1

A brief overview on differentiation of Py(R¢%)-valued functions is found in Appendix A, and
the notation (8ﬂj%)* is defined in (A.8). Both Yo' — ¥ and Y% — Y2 appear in (3.10),
this suggests that we need to introduce two first order variation processes. That is, we want
(}N/,i, [Z”l, Z.”Q]), i = 1,2, that for some C > 0 satisfies

2 t
sup E |Y;|2+Z/ 1Z09|2 ds| < O,
0<t<T — Jo
(3.11)
2t
sup B[V =V — Y/ |* + Z/ | 250 — Z89 — Z0||% ds| < Ce2.
0<t<T — Jo

Let ; denote variation in u’ so that for ¥ € {f%,b,i = 1,2},
§i9(t) := 0(t, Y, LY D), w5, 077, Zy) — . (3.12)
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Assumption 5. For yi, ' € S, i = 1,2, z € R*XQ@dhi+2d) g4 (u,u?), (vi,0?) € U' x U?,
there exists a constant L > 0 such that

2
0ty u T 2) = By oty T e )| S LY dys(ul0f),  (3.13)
j=1
a.s. for all t € [0,T].

Lemma 3.1. Let assumption 1, 2, 4 and 5 be in force. Then the first order variation processes
that satisfy (3.11) are given by the following system of BSDEs,

(

2 2
a¥i = [ Y- {0,077 + E [00) V7| } + D 0B 2% + 016 (0)s, (¢) | at

j=1 jk=1

2 ~ .
+ Z ZZJth]? (3.14)
j=1
Yi =0,
i=1,2

A proof is found in the appendix. By Lemma 3.1,

[ 2
E[h5' = h§) =B | 3" 0,hd%] + B[ (0uhd) V] | +o(e)
o (3.15)

[ 2
=E | > n'¥] | +o(e),
=1

where the introduced costates p.l’j, j = 1,2, satisfy p(l)’j =0y iz(l) +E [*(Qﬂ ﬁé)] The notation

(0, fz(l)) is defined in (A.10). Assumption 4 grants us existence and uniqueness to equation
(3.16) below.

Lemma 3.2 (Duality relation). Let assumption 1, 2 and 4 hold and let p.l’j be given by

2
dptl’j _ {ayj I:Itl I E [*(8“3151151)} } di — Z {ptl’lazj,ki)% +pi728zjyki7§} thk’ 516
k=1 '

Py’ = 0,0 +E [(0hd)]
where for (y', ') € S, i = 1,2, and (u*,u? 2) € Ut x U? x RI*Rd1+2d2)

1,1 1,2
Hl(wataylvulvulay2vu2au27vat apt )
2
. S ‘ . . . 3.17
=Y V(w, oyl gy T a2 = fH et ut R et ). (3.17)
7=1
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Then the following duality relation holds,
2 o~ T 2 . . ~ A A
S| = E| [ a0+ 7 (0,7 +E[0ui)]) dt| . (313)
j=1 0 j=1
A proof of the lemma above is found in the appendix. We have that

2
= B = o R =Y B [0 iy 07 =YD } + 67 01,0

J=1

) (3.19)
oo (W9 = 371) o (EIV - V7 P2)
=
By the expansion (3.19) and Lemma 3.1,
T . T2 . .
E [ /0 fit - f}dt] =E /0 j}zjlY# (0 f +E [0 1] ) + 005 01 ()t (3:20)
+ o(e),
which yields
4 1,1 1,2
T @t a?) — I @k AQ):IE[/O {=pitowt(t) —pp 61b2(t)+61f1(t)}1E€(t)dt] @)
+ o(e).
Therefore
T
JY @t a?) — JHala?) = —E U 51H1(t)1E6(t)dt] +o(¢). (3.22)
0

From the last identity, we can derive necessary and sufficient conditions for player 1’s best
response to 42

The same argument can be carried out for players 2’s best response to 4!. Naturally, we need
to impose the corresponding assumptions on player 2’s control. For completeness and later
reference, we state now the second player’s version of Lemma 3.2.

Lemma 3.3. (Duality relation, player 2) Let Assumptions 1, 2 and 4 hold, and let p.2’j be
given by

2
dp?’] == {8yjﬁt2 +E [*(Quﬁf)} } dt — Z {P?’l 2> kbt "‘Pt ’0 2> kbg} thka
k=1 (3.23)
Py’ = 0+ E["@uh)],
where for (y',1it) € S,i=1,2, and (u',u?,2) € U' x U? x RI*(2di1+2d2)
H2(w,t, 9%, 1% 0yt ot ul, 2,0 pf?)
(3.24)

2
= Wty il g T 2)p = fA (R e ety et ).
=1

d0i:10.20944/preprints201809.0083.v1
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Then the following duality relation holds,
2 o~ T 2 . . ~ A, A,
E S p2iVi| = -E / > vt (s, (1) + V7 (0, 2+ E["(0,02)] ) dt| . (3.25)
=1 0 j=1

Necessary equilibrium conditions can be stated as a system of 6 equations, 2 state BSDEs and
4 costate (adjoint) SDEs. Equilibria can be verified by convexity/concavity assumptions on
the 4 functions H*, h',i = 1,2. We let assumptions 1-5 be in place.

Theorem 3.1 (Necessary equilibrium conditions). Suppose that (f”, [Z”, 212],111), 1=1,2,
is an equilibrium for the MFTG and that p’, i,5 = 1,2, solve (3.16) and (3.23). Then, for
i=1,2, o
b = argr(rjmx Hi(t, ?}i,E(Y?),a,@t_l,Zt,pft’l,pz’Q), a.e. t, a.s. (3.26)
acU*

Proof. Let E. :=[s,s+¢|, u. €¢U" and A € F; for t € [0,T]. Consider the spike-perturbation

wlg + a4l lge, t€ E.,
uj = Ai A i (3.27)
Uy te [OaT]\EE
Then 2 9 O A 5 1,1 1,2
Htl _Hl(ty;flaﬁ(yvtl)vui)@?aZtapt’ apt7 ):
(3.28)

<ﬁt1 - Hl(ta Y;fl’ ‘C(Y/;‘l)v Ut, (':)?, Ztapg’lapig)) 1A1E5 (t)
Applying (3.22), we obtain

1 s+e , N “ ~ ~ 1
EE |:/ (Htl - Hl(tay;flvﬁ(yvtl)auta®§7Zt7pi717p%’2)) 1Adt:| > 70(5) (329)
s

)

Sending € to zero yields
E [(ﬁsl - Hl(s,}él,ﬁ(ysl),us,ég,Zs,p;’l,pig)) 1A} >0, ae. s€el0,T]. (3.30)
The last inequality holds for all A € F, thus
E [(I;[Sl - Hl(s,ﬁl,ﬁ(}?),us,éi,Zs,pi’l,p;’QD | .7-"5} >0, ae s€el0,T], as. (3.31)
By measurability of the integrand in (3.31),

) = argmax HY (1, ¥, L7}, 0, 02, Z,p p1),  ae. t € 0.7, as. (3:32)
acU!

The same argument yields

ﬁ% = argmax HQ(tv }A/t27 E(YI‘,2)7 Qa, (:)tlu Zt7p?717p§72)7 a.e.tec [07 T]a a.s. (333)
aclU?

d0i:10.20944/preprints201809.0083.v1
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Theorem 3.2 (Sufficient equilibrium conditions). Suppose that 4} and 42 satisfy (3.26). Sup-
pose furthermore that for (t,pb',p»2, 2) € [0,T] x RY x R x Rx(2di+2d2) - — 1 9

A

(y' utsut g2, 6 u?) = Hi (' ity a2, pn ph?) (3.34)
s concave a.s. and
AR I N CTINTIR N (3.35)
is convez a.s. Then @, 0% constitute an equilibrium control and (}A”, [221, 222], at),i=1,2, is
an equilibrium for the MFTG.

Proof. By assumption, §; H'(t) < 0 for any spike variation, almost surely for a.e. t. Applying
the convexity and concavity assumptions in the expansion steps results in the inequality

T
0<-E [/ SH () 1p, (t)dt| < J'(u';a7") — J(a% a7, (3.36)
0

O]

4. Problem 2: MFTC

Carrying out a similar argument to that of the previous section, we find necessary optimality
conditions for problem (2.8). Also, we readily get a verification theorem. The pair (a!,4?) €
U' x U? is optimal if

J(ar a?) < J(ul,u?),  (ule?) eut x Ut (4.1)

Assume from now on that (4!, 4?2) is an optimal control. We study the inequality (4.1) when

(@', a5?) is a spike-perturbation of (a!,a2),

(vsl L€ 2) — { (ﬂt17ﬂ?)’ le [07T]\E€a

4.2
(u%,u?), te k., (42)

players use the perturbed control, we denote the state dynamics by

where E. is any subset of [0,7] of Lebesgue measure ¢ and (ul,u?) € U' x U2 When the

{ ay; !t = b1, 671,077, Z§)dt + Zp Y AWt + Zp VAW, Vi =y, (4.3)

AV = b2(t, 052,051, Z8)dt + 2221 aw}t + Z0H2awR, V2 = o2,

and we will compare their performance to that of the optimally controlled state dynamics

05 = 0,61,62, 2000+ 2P} + 22w, Vi = )
dY? = b%(t,02,0}, Z))dt + ZP AW} + ZP2dW?, Y =2 '
For simplicity, we write for ¢ € {b%, fi, h',i = 1,2},
g = 9(t, 0", 007", ZF),
= 067,607 29) s

Oy := (¢, 0%, 0,7, Z),
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and in this notation,

T
J@st, wo?) — J(@al,0?) = E [ / ot R — f = fRat+ hgt + hi? — hy — hi
0
(4.6)

T
EU ff — fedt + h§ — ho
0

where Ji :’:V'ftl + f? and hy == hy + hi. Again, we want to find first order variation processes
(Y2, (27, 27)), i = 1,2, that satisty (3.11) with (Y, [Z"", Z27"?]) replaced by its "checked’
counterpart (Y,Eﬂ, [Zvjc‘,ul’ vaf,z,Q])'

Assumption 6. The functions
(y's et uty P i u?, 2) = By ey T T 2)
('t ulsy? i a?) e Uyttt y T ) (4.7)
(' uhsy? i) = Ry sy )
are for all t a.s. differentiable at (©},07,Z;), (6},02) and (Y§, L(YY), YE, L(YE)) respectively.

Furthermore, N N N N
Oybis Dbl O fls Oufls i5=1.2, (48)

are for all t a.s. uniformly bounded and 0, iLB +E [*(@JL%)] € L%EO (4 RY).

Notice that the point of differentiability is generally not the same in Assumption 4 and 6.
Above, (4!, 42) is an optimal control while in Assumption 4, it is an equilibrium control. Let

§ denote simultaneous variation in controls, for ¥ € {f%, b%,i = 1,2},
0Y(t) := 619(t) + 0209(t). (4.9)

Lemma 4.1. Let assumption 1, 2, 5 and 6 be in force. Then the first order variation processes
that satisfy the ’checked’ version of (3.11) are given by the following system of BSDEs,

( 2 2
avi={% {@ﬂ?f/g +E [(aujéi)*f/ﬂ } + OO () + Y 0ub ZI* | di
j=1 j k=1
2 o~ .
+ > ZP AWy, (4.10)
j=1
Yi =0,
\ t=1,2,

The proof follows the same steps as the proof of Lemma 3.1. By Lemma 4.1,

2
E [ﬁg —izo] —E ;pg?g +o(e), (4.11)

where p% = 83/]' iLo +E |:*(8Mj iLo)i| .


http://dx.doi.org/10.20944/preprints201809.0083.v1
http://dx.doi.org/10.3390/g9040088

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 September 2018

Aurell/MFTG between two BSDE driven players 12

Lemma 4.2 (Duality relation). Let assumption 1, 2 and 6 hold and let P’ solve

dl = — {%;fft 4R [*((%jfft)] } dt — i {ptlazj,kbt + 20, b? } aw, (4.12)

pé = 8yj ilo +E [*(({hj Bo)} ,
where for (y', ') € S, i =1,2, and (u',u? z) € U' x U? x R¥*(2di1+2d2)
H(w,t,y", pt a2, p?,u?, 2, pp, p7)
2
. S ) . . . . S ) . ) 4.13
=Y V(g y I T )l — Gy g ). (413
=1
Then the following duality relation holds,

Zpgyﬂ - -E / Zpgabﬂ OO+ Y7 (0, fi +E[(@uf)])at| . (419)

The proof of Lemma 4.2 is almost identical that of Lemma 3.2. By Lemma 4.1,

J(ast as?) — J(al,a?) [/ {—probt(t) — pob*(t) + 6 £(t)} 1p.(t) }+o(e). (4.15)

Thus -
J@st as?) — J(al,a?) = -k [ / SH(t)1p, (t)dt] + oe). (4.16)
0

In the following two theorems, assumptions 1-3 and 5-6 are in force.
Theorem 4.1 (Necessary optimality conditions). Suppose that (Y’, [Z.i’l, Z’Q]), 1=1,2 is an
optimal solution to the MFTC and that p*, i = 1,2, solves (4.12). Then, fori=1,2,
(af,@f) = argmazr H(t, Y, L), 0, Y2, LOP), 0, Zept 07),  acet, as. (4.17)
(v,w)eUtxU?

Theorem 4.2 (Sufficient optimality conditions). Suppose (4!, 42) satisfy (4.17). Suppose fur-

thermore that for (t,p',p?,z) € [0,T] x R% x R? x R&>*2di+2d2) ; — 1 9
(', ut g% P u?) s Ht oyt pt ot g, s, 0, 2, pt pP) (4.18)
is concave a.s. and
NN N I(TANTANTENTS (4.19)
1

is convex a.s. Then (4},42) is an optimal control and (f”, [Z”, 212],11’), 1 = 1,2 solves the
MFTC.

d0i:10.20944/preprints201809.0083.v1


http://dx.doi.org/10.20944/preprints201809.0083.v1
http://dx.doi.org/10.3390/g9040088

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 September 2018 d0i:10.20944/preprints201809.0083.v1

Aurell/MFTG between two BSDE driven players 13

5. Example: the linear-quadratic case

In this section we consider a linear-quadratic version of (2.7) and (2.8), in the one dimensional
case. Let a;,¢ij,Gi gy Gijs Qi Sijs Sis 52,73 ¢ [0,T] = R, 4,5 = 1,2 be deterministic coefficient

functions, uniformly bounded over [0, 7]. Additionally, r;(t) > € > 0 for i = 1, 2. Define

2
b(t,0],0; ", Z) = ai(tyu; + > ci ()WY,
j=1
2 1 . . .
fi(t, 64,0 Z{ qi,(t T+ 50t JE[YY]? + G, ()Y E[Y/] 5.1)
Jj=1 :

+ 5, (OENY Y, }
OV 4 sPORVIEN ] + Jrit)(u)

The uniform boundedness of the coefficients implies assumptions 1-6, given nice enough initial
costs h', h?, satisfying assumption 4 and 6. Integrability of f? in assumption 3 follows by
classical BSDE estimates [31]. In this setup,

H(t,0:,0;",Z;) =

2 2
Ouf +> e ;Wi | o + | ax(t)uf + > co Wi | p?
j=1 j=1

9 . | . | (5.2)
p3 { G (D07 + 53 (OENT + iy (OVIET] + 5t )E[ijg}
iv—i  =E i | N2
=YY = ST OBYSEY] = ori()(uy)”.
The Hessian of (y',...,u?) — H'(t,y',... u?, z,p", p?) is
[q11(t) @a(t) 0 si(t)  5i2(t) O]
qat) q@a(t) 0 s11(t) s0(t) 0
0 0 m@) 0 0 0
H(t) = — 5.3
D=1t su® 0 ast) @) 0 (53)
512(t)  ST(t) 0 qi,2(t) qu2(t) O
L o 0 0 0 0 o]
and the Hessian of (y', ..., u?) — H2(t,y',... u? z,p>!, p??) is
[g2,1(t) @21(t) O  s2(t)  5202(t) 0 ]
@21(t) G@i(t) 0 321(t) 5 (@) O
0 0 0 0 0 0
HE() = — 5.4
D= et 8 0 @) B 0 (54
S22(t) 55(t) 0 Goa(t) Go(t) 0
L o 0 0 0 0 (b))
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The coefficients are further assumed to be such that H#!(¢) and H?(t) are negative semi-definite
for all t € [0, T]. Also, we assume that (y',...,u%) — hi(y!,..., u?), yet unspecified, is convex.
Theorem 3.2 yields N

i = a;(t)r; (1)}, (5.5)

where p*" solves (3.16) or (3.23), depending on . In fact the equilibrium is unique in this case,
since 4! is the unique pointwise solution to (3.26) and p”' is unique, see (B.15)-(B.16). By
Theorem 4.2, A ‘

i = a6 (O (5.6)

where p’ solves (4.12), is an optimal control for the linear-quadratic MFTC and it is unique.

5.1. MFTG

The equilibrium dynamics are

2
avi = [ af )7 Opr" + > o gWi | dt+ 2y dw} + ZP2dWE, 51
i=1 :
Yi = yh.

We see that only two costate processes, p.l’1 and 10.2’27 are relevant here. This is a consequence
of the lack of explicit dependence on u~* in the b’ and f* specified in (5.1). Nevertheless, the
running cost f* depends implicitly on u~* through player —i’s state and mean.

We make the following ansatz: there exists deterministic functions oy, &;, B;, Bi, 0; : [0, T] — R,
i=1,2and v;; : [0,7] = R, 7,5 = 1,2, such that

VY = ai(t)p" + @By + Bi(t)p; "+ B0 Elp, T 4 i1 (W + 120 W +05(1). (5.8)
Clearly, we need to impose the terminal conditions
Oéi(T) =0, @i(T) =0, ﬁZ(T) =0, BZ(T) =0, %,j(T) =0, QI(T) = yZT (5.9)

Calculations presented in the appendix identifies coefficients and yields the following system
of ODEs determining «;(+),...,0;(+),

(Gi(t) + i (
Git) + () Pi(t) + Ga(O)(P (1) + P (8)) + Bit) R (0) + Bi(8)(R™(8) + R™(8) =0,
Bi(t) + i () R'(t) + Bi(t) P~ (t) = 0,
Bilt) + aa(®) (1) + a(t) (R () + B (1)) + Bt PO () + Bt (P () + P ()) =0,
Bia (1) + @ (1) + BT (1) = cia (1), (5:10)
Yig(t) + ()W (1) + BT (t) = cia(),
(1) + 0:(0) ((s() + a(0) (Qult) + Qu())) + (Bit) + Bi(D)(S—i(t) + S-i(1))
+0-i(8) ((u(t) + GuO)(Si(0) + Si(0) + (Bit) + Bi() (Q-i(t) + Q-i(1)) ) =0,
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where
PU(t) == Qi(t)e(t) + S;(t) B—i(1),
PU(t) == Qi(t)ai(t) + Qi(t)(ci(t) + ai(t)) + S;(t)B-i(t) + Si(t)(B-i(t) + B-i(t)),
RI(t) := Qi(t)Bi(t) + Si(t)a—i(t),
R'(t) := Qi(t)Bi(t) + Qi) (Bi(t) + Bi(t)) + Si(t)a—i(t) + Si(t)(a—i(t) + a—(t)),  (5.11)
(1) = (Qi(1)7i1 (1) + Si(t)y—ia (), V' (t) = (Qi(t)7i2() + Si(t)7-i2(1)),
Qi(t) == qii(t) + Gii(t), Qi(t) = ii(t) + Gii(t),
Si(t) := si(t) + 5i4(t), Si(t) = 5i—i(t) + 57 (1).

Now (5.8)-(5.11) gives us the equilibrium dynamics. In this fashion, it is possible to solve LQ
problems more general than (5.1).

5.2. MFTC

The optimally controlled dynamics are

2
dyy = (a?(t)n L)} + ]Z; ci Wi ) dt + Zp AW + ZpRdw, (5.12)
Vi = yp.
We make almost the same ansatz as before, assume that there exists deterministic functions
a;, &, Bi, Bi 0 1 [0,T] = R, ¢ =1,2 and 7, ; : [0,T7] = R, 4,5 = 1,2, with terminal conditions
(1) =0, @(T)=0, Bi(T)=0, Bi(T)=0, %;(T)=0, 0(T)=yr  (513)
such that

Vi = ai(t)p} + ai(E[pi] + Bi(t)py " + Bi(O)Elpy ] + it (W + vi2 ()W + 0;(t).  (5.14)

By redefining Q;, Q;, S;, S; in (5.11),
Qi(t) == q1i(t) + q2,i(t) + q1,i(t) + g2,4(1),
(t) = 1,z(t) + 52 7,( ) + q1 z(t) + (12 z(t)
510 1= ) 4200+ 510 450 (>19)
Si(t) == 51,-4(t) + 52,-4(t) + 51 () + 55 (1),

(5.10)-(5.11) and (5.13)-(5.14) gives us the optimally controlled state dynamics.

5.3. Simulation and the price of anarchy

Let T :=1, € = (y},93) € L%O(Q;Rd x R?) be preferred initial positions for player 1 and 2
respectively, and

fii= 5 (rlwd)? + (7 = BIYD?), b= 20— i), (5.16)
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In this setup, H' and H? are negative semi-definite if r;, p; > 0, h' is convex if v; > 0. In
Figure 1 numerical simulations of MFTG and MFTC are presented. In (a), the two players
have identical preferences, but different terminal conditions. The situation is symmetric in the
sense that we expect the realized paths of player 1 reflected through the line y = 0 to be
approximately paths of player 2. In (c), preferences are asymmetric and as a consequence, the
realized paths are not each others mirrored images.

The central planner in a MFTC uses more information than a single player does. In fact, in
our example, ¥4/ (t) = 0 when i # j in the MFTG. The interpretation is that in the game,
player i does not care about player —i’s noise, only its mean state. For the central planner
however, 7%/ is not identically zero for i # j. This can be observed in (b), where the central
planner makes the player states evolve under some common noise.

In (c) we see an interesting contrast between the MFTG and the MFTC. Player 1 (black) feels
no attraction to player 2 (p; = 0) while player 2 is attracted to the mean position of player 1
(p2 > 0). In the game, player 1 travels on the straight line from (¢,y) ~ (0, —1) to its terminal
position (¢,y) = (1,—2). Player 2, on the other hand, deviates far from its preferred initial
position at time ¢t = 0, only to be in the proximity of player 1. In the MFTC, the central
planner makes player 1 linger around y = 0 for some time, before turning south towards the
terminal position. The result is less movement movement by player 2. Even though player 1
pays a higher individual cost, the social cost is reduced by approximately 33%. The social cost
J is approximated by

N

J(u!,u?) ~ ;f;j(wi), (5.17)
where j(w;) = 23:1 fOT F(wi)dt + h(w;). In (a) and (c), the outcomes of j (circles for equi-
librium control, stars for optimal control) are presented along with the approximation of .J
(dashed lines) for N = 100. The optimal control yields the lower social cost in both cases. This
is expected, the general inefficiency of Nash equilibria in nonzero-sum games is well known [16].
The price of anarchy quantifies the inefficiency due to non-cooperation, see for static games
[22, 23], for differential games [4] and for linear-quadratic mean-field type games [20]. The price
of anarchy in mean-field games has been studied recently in [13, 11]. It is defined as the largest
ratio between social cost for an equilibrium (MFTG) to the optimal social cost (MFTC),

J ~1 ~9

PoA:=  sup /@ qu(' ’ 7) (5.18)
A1 min U, U
(al,42) MFTG wieUi =12

equilibrium

Taking the parameter set of (a) as a point of reference, see Table 1, we vary one parameter
at the time and study PoA. The result is presented in Figure 2. In the intervals studied, PoA
is increasing in p; and T and decreasing in v; and r;. The reason is that the players become
less flexible when v; and/or r; are increased, and the improvement a central planner can do
decreases. On the other hand, an increased time horizon gives the central planner more time
to improve the social cost. Also, an increased preference on attraction rewards the unegoistic
behavior in the MFTC model.
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, MFTG state - player 1 (black), player 2 (red) 5 _ MFTG state - player 1 (black), player 2 (red) . .
~ e
o Q, ) - ] i 1
> »l—\.\ > (Wﬁ ]
2 L L L L L L L I > W“’V\/’w\
0 0.1 02 0.3 0.4 05 0.6 0.7 0.8 0.9 1 e
time -1+ i
MFTC state - player 1 (black), player 2 (red)

2 L L L L L L L L L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

time

MFTC state - player 1 (black), player 2 (red)
T T T T T T

E L L
0 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1

time 1L A 1
9 Soclal cost - MFTG (circles) MFTC (stars) o v v
L %cr'g—lb@%%oc G%% &C&@eo%q@%_oo%o 2z @ ] ; (’ ]
Esf%;go®w w P 0,08 M; Op 3 b O 440350 W
R R RORR ***%’F T R e For %g@ Ml M M***ﬂ*"* 1r 4
L L * L L L L I L L
"o 10 2 30 o Sar:g[e | 0 70 & 0 100 2 o.‘| o.‘z o.‘a o.‘4 o% o.‘s o.‘7 o.‘s 0.5 1
time
(a) (b)
1 1 1 1
Yyr a1 C11 C12 T1 P1 Vi Yo Yyr a1 C11 C12 T1 P1 Vi Yo
2 1 03 0 1 1 1 N(0,01) 2 1 3 0 1 10 1 N(0,0.1)
2 2 2 2
yr az C21 C22 T2 P2 V2 Yo Yyr az C21 C22 T2 P2 1] Yo
1 0 03 1 1 1 N(0,01) 1 0 3 1 10 1 N(,0.1)
/2"\ MFTG state - player 1 (black), player 2 (red)
P T T T T T T T

“o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

time
/2' \ MFTC state - player 1 (black), player 2 (red)
T T T T T T T
~
>
S
1k il
2 | | | | | | | | .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time
18 Socml cost MFTG (mrcles), MFTC (stars)
16 Q0 o, (€21t
R 5@0@9%%- W@@g&q@ &2 @z@%‘%@oﬁe Q%D-e%—
3 14t
12 ad*% £ %ﬁé ok uta o o s
"* m "*5# ’%se& Ay *W 7 o ¥
10 L ¥
0 10 20 30 40 50 60 70 80 90 100
sample i

()
Yyr ai C11 Ci2 T1 P1 V1 Yo

2 1 03 0 1 4 1 N(0,01)

Yyr a2z Ca1  C2 T2 P2 V2 Yo

1 0 03 1 0 1 N(20.1)

Fig 1: Numerical examples: (a) symmetric preference, (b) single path sample, (¢) asymmetric attraction
and initial position. Circles indicate the preferred initial positions.
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1
Yyr a1 Cci1 Ci2 T1  p1 V1 Yo

-2 1 03 O 1 1 1 N(0,0.1)

Yyr a2 C21  C22 T2 P2 V2 Yo

2 1 0 03 1 1 1 N(0,0.1)

TABLE 1
Parameter values in the symmetric case (a).

11

11
1.09 -
S 108 P
& 107 b
1.06
1.06
1.04 L . L 1.05
0.5 1 15 2 0 0.5 1 1.5 2 25 3 35 4
Py T2
(a) Variation of ps in [0.2,2]. (b) Variation of ro in [0.2, 4].
1.09
1.1
1.085
1.08 -
1.08
g 1.06
& 1075 $
) & 104 b
1.07 ek
1.065 L . L L L L L 1 L L L
05 1 15 2 25 3 35 4 0 Y p s >
V1 T
(¢) Variation of v in [0.2,4]. (d) Variation of T in [0.2, 2].

Fig 2: Numerical approximations (N = 5000) of the price of anarchy PoA.

6. Concluding remarks

Mean-field type games with backward stochastic dynamics, where the coefficients are allowed
to depend on the marginal distributions of the player states, have been defined in this paper.
Under regularity assumptions existence of a Nash equilibrium is shown, and a verification
theorem is proven. In linear-quadric examples, the player behavior in the MFTG is compared
to the centrally planned solution in the MFTC, which minimizes social cost. The efficiency
of the MFTG Nash equilibrium, quantified by the price of anarchy, and its dependence on
problem parameters is studied in the linear-quadratic case.

The work presented in this paper has many possible extensions. The theory for martingale-
driven BSDEs is now standard, and the framework presented above could be extended to
include that. Practically, this would mean exchanging W' W? for two martingales M!, M2,
which can include jumps, and approach the game with the theory of forward-backward SDEs.
Depending on application, the information structure of the problem can change. With our
definition of U, we have restricted ourselves to open loop adapted controls in this paper. Other
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types of information structures, such as perfect/partial state- and/or law feedback controls,
lagged or noise-perturbed controls are of applied interest. Also, both players have perfect
information about each other. This can be relaxed to partial information of the states/laws,
as well as a treatment of dependencies on the full state-control distribution.

Appendix A: Differentiation and approximation of measure-valued functions

Derivatives of measure-valued functions will be defined with the lifting technique, outlined for
example in [8, 10, 12]. Consider the function f : Po(R?) — R. We assume that our probability
space is rich enough, so that for every pu € Po(R?), there exists a square-integrable random
variable X whose distribution is u, i.e. p = L£(X). For example, ([0, 1], B([0,1]), dz) has this
property. Then we may write f(u) =: F/(X) and we can differentiate F' in Fréchet-sense when-
ever there exists a continuous linear functional DF[X] : L?(F;R?) — R such that

FX+Y) - F(X) = E[DFX]Y] + o(|[Y[2) =: Dy f(1) + o([[Y[|2), (A1)

where ||Y||3 := E[Y?]. Dy f(u) is the Fréchet derivative of f at p, in the direction Y and we
have that

Dy f(u) = E[DF[X]Y] =: lim ElF(X +1Y) - F(X)]

2 . od _
lim : . Y e LAFRY, u=L(X). (A2)

By Riesz’ Representation Theorem, DF[X] is unique and it is known [8] that there exists a
Borel function ¢[u] : R? — R?, independent of the version of X, such that DF[X] = ¢[u](X).
Therefore, with ' = £(X’) for some random variable X', (A.1) can be written as

F') = f(n) = BIRX)(X'), X" = X] +o(| X' = X|l2), VX' € L*(F;RY). (A.3)

We denote 9, f(u; z) := hlu](z),z € RY, 9, f(L(X); X) =: 0, f(L(X)), and we have the inden-
tity
DF[X] = h[L(X)](X) = Ouf(L(X)). (A.4)

Ezample 1. 1f f(p) = ([ga zdp(x))? then

lim ElX + tyf “EXT _ ppgxy), (A.5)

and 0y, f (1) = 2 [pa xdp(z).
Ezxample 2. If f(p) = [pa xdp(z) then 9, f(n) = 1.

The Taylor approximation of a measure-valued function is given by (A.3), and we will write

FIL(XT) = FIL(X)) = E [0 f(LX))X = X)] +o(| X" = X]|2). (A.6)
Assume now that f takes another argument, £. Then

F(& LX) = F(& £(X)) = E [0,/ (€ LX) X)X = X)| +0(IX' = X[l2),  (AT)
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where the expectation is not taken over the tilded variable. Note that Py is deterministic.
In situations where the expected value is taken only over the directional argument of 9, f, we
will write

O.f (€ L(X); X) (X' = X)] = E [(9uf(& L(X)))" (X' = X)] . (A.8)

The expected value in (A.7) is a random quantity because of 5 Taking another expected value,
and changing the order of integration, leads to

E [E[0,/(€, £(X); X)|(X' = X)] . (A.9)

where the tilded expectation is taken only over the tilded variable. The notation for this will
be

E[0.f (& £(X); X)] = B[ (9uf (& £(X)))]. (A.10)
Appendix B: Proofs

Lemma 3.1

Let )
b= {ay]-é;'ffg +E [(a } } Z D, xbiZ0 (B.1)
j=1 k=1
then Y = — LTEE + 01b'(s)1p. (s)ds — 2321 ftT Z2dW,. An application of Ito’s formula to

Y12 + |Y2[? yields
2 . T 2 o
SOP+ / S 1792 ds = / 22 Vi B+ 616 (s)Lp, (5))ds
i=1 t=1 t
+Z/ (YZ, ZHawi).

3,j=1

(B.2)

Let D denote the largest bound for all the derivatives of b' and b® present. By Jensen’s and
Young’s inequalities,

2

2 (VB <

=1 7

M

{(GD +16D2)|Vi[? + 2DE[| V7|2 } Z 12392,
1 2,7=1

(B.3)

The stochastic integrals in (B.2) are local martingales and vanish under an expectation [27].
Therefore, with Ky := 8D + 16D?,

2
SOV + Z/ 17913 ds <Ko/ E
=1

zgl
T
+2/Eﬂ
t

2 ~ .
> YR ds
i=1

. (B.4)

D (YL, 610 (s)1p, (s)>] ds.

=1
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Let 7 € [0, 77, then

T
sup K / E
(T—7)<t<T t
and by Holder’s and Young’s inequalities,
T
sup / E
(T—7)<t<T

sup / ZIE |Y’ E[|51bi(5)1 ()2 ds

(T—7)<t<T

~ . 11/2
{ o157
(T—7)<t<T
V|2 1 g i(211/2
sup E [|Ys| } + % (/ E [|616"(s)|"] lEe(s)ds>
(T—7)<t<T T—5

By assumption 5 and the definition of &', we have for some K; > 0,

ds < Kyé6  sup
(T—7)<t<T

Z |Y’L|2

=1

2
YO

i=1

(B.5)

2

Z<zi75lbi(8)1Es(8)>] ds

i=1

(B.6)

IN

T , 1/2
/ E [|6:5(s)%] 2 1, (s)ds

T—1
2

IN

zmwnmm

[NCRINS)

2

T
2% </T—5E [t (s)"]* 1Es(s)d8> < K2 (B.7)

Plugging (B.5) and (B.6) into (B.4) yields

sup E [(1—(Ko+1)8)Y |[V/)? + / 1Z9]|% ds | < K2, (B.8)
(T—8)<t<T Z ' ;1

For § < (Ko + 1)~!, we conclude that

sup Z|Y’\2+ Z/ 120912 ds| < Foe?, (B.9)

(T-8)<t<T |5 )
where K3 > 0 depends on §, the bound D, the Lipschitz coefficient of b and the integration

bound in the definition of U!. The steps above can be repeated for the intervals [T — 25, T — 4],
[T — 39, T — 20], etc. until 0 is reached. After a finite number of iterations, we have

ds| < K3e?, (B.10)

sup E Z\Y’P—i— Z/ HZ”J

0<t<T ij=1

where K3 depends on Ky and 7. This is the first estimate in (3.11). The second estimate
follows from similar calculations.
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Lemma 3.2

Integration by parts yields

2 - . T 2 ~ - . o~ ~ - .
S Vin'| =-E /‘Ejnuﬁ“+dﬂﬂ?+d&$pmnw . Ba)
— 0

=1

Assume that dpi Bg dt + OJ TAWE + o 2dW2, then

2 2
> Vidpt' 4 pdvy + dipt V) = Y |V (Bldt + o} aw} + o} aw?)
J i=1
. 2 Ao~ .
+p (Z {%a-b%] +E[@u0) V7] + Z 0.1:bi 2} } + 01/ (D)L, <t>) (B.12)
j=1

+o Z0 4 o2 dE+ () AW+ (L) dWE.

Thus the lemma is equivalent to that, under expectations, we have

T o~ ~
/{W@+Wﬁ
0

+El{pg’18yli)% —l—pt 1bt +E

—E

[ 1Bt pt ] +E [*(8”153)]9%’2} }
+ V2o 0,b) + 10,07 + B [*(0,20)p0 | +E [(0,050017] }
+ (p%’lazl,li)% + py’ 23Z1 1bt + Utl’l)Z ( ’ 6Z1,213t1 —I—pi’2621,2i)? + 0151’2)2151’2 (B.13)
1,1 21 1,2 2,1 1,1 21 1,2 9 2,2\ 52,2
+ (pt azllbt —|—pt 8 2 1bt + O )Z + ( 0 22bt —|—pt azz,th + o} )Zt

+ (ppto1bY () + pp 26,163 (t) }d]

/Zwaftﬂa[aft” Lig bt ())dt].

We match coefficients and get

8 = — (0, + pl?0,37 + B [0, ] + E [0,
+ 0,0 +E ["(0,,8))]
_ {ayjﬁ[tl +E {*(aujﬁ[tl} } :
ot =~ (pi’lazmkl;% +pi72azj’kl;?> :

(B.14)
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Linear-quadratic MFTG - derivation of ODE system

Under the ansatz, the adjoint equation is
dpy’ = { (@sa(t) + @alt) Vi + (@) + G () EIYy]
(561(8) + 5i2(0)5:4(0) Yy + (5i,-4(8) + 553 + 5BV, 7] pat
= { QY] + QiENT] + Si()Y; + Si(OBIY; ] fat
= { Qi) (cu®pl” + @& (OB ) + Bitp; " + B(OER, ]
1 (W] + 72 WE + 6i(t))
+ Qi) ((ult) + @ () EIR}] + (B:(t) + Bil0)Elpy ] + 6:(1))
+ Si(t) (a—s(Op " + ami(DElp )+ Bi(Opr’ + Boi(DEIp; ]
+ ¥, 1th + i oW + 9,¢(t)>
Si(t) ((r—s() + G (O)Elpy ] + (Bilt) + B (D)Elp; ] + 0-4(1) ) pat
{ (Quaut) + Si(1)8- Z<t>)
+Elpy ) (Qu()ai(t) + Qu(t) (i(t) + (1)) + Si())Bi(t) + Si() (B-i(t) + Bi(1)) )
T QDB + Si(a z<t>)
+Elp " (Qi0B(1) + Qilt) (Bi(t) + Bil) + Si(t)a—i(t) + Si(t)(ai(t) + a-i(1)))
+ WHQi()via (1) + Sit )% 2(8)) + WEHQi(D)vi2 + Si(t)v-i2)
+ 0:(1)( Qi) + Qult)) + 0-i(D)(S:(t) + Si(1)) }at
= {pl"P'(0) + Elpi 1P (1) + p, T URU(E) + Elp, T RA)

+ WO () + WAV (8) + 0:(4)(Qs(t) + Qi(t)) + O—s(t)(S(t) + Si(t))}dtv
(B.15)

and the expected value of p” solves
d(E[p,"]) = {E[pi’i] (P(t) + P'(t)) + Elp; "|(R'() + R'(t))

~ ~ (B.16)
0,1 (Qi(t) + Qu()) + O-s(D)(Si(t) + Si(#)) e

The initial conditions pé’i, E[po ] Py bt , Elpy l_l] are given by a system of linear equations,
which is derived is the same way as (B. 15) and (B.16). Applying Ito’s formula to the ansatz,
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and using (B.15)-(B.16), we get

avy = (Gu®p}’ + GuEIp; ]+ Bi(t)p, > + Bi(OElp, ]
+ A1 ()W + Ao ()W + 9}(t)> dt

+ai(t)dpy’ + ai()d(BIY) + Bie)dn, " + BBl )
+ %‘,1(t)th1 + %72@)th2

= {" (asld) + P () + BOR D))

+ Elpy ) (64(0) + as()P'(2) + @ (8) (P (1) + (1))
BRI + BRI (1) + R7(1)))

97 (Bi8) + (DR + () PT(D))

+Elpy T (Bi0) + DR + a0 (RI(E) + Ri(1))
+BOPT() + AP (1) + PT(0)))

W (B + i) + BOOT)) + WE (Fi2 + aa)W (1) + B (1))

+(Mﬂ+wwwmw+m@x@w+©m»+wxwum»@ﬂw +5-4(1)))

0 ((0ilt) + @ (0)(Si(t) + Si(1) + (Bi(t) + Bi()(Qit) + Qul1))) ) pat

+ ’yi,l(t)thl + %,gthQ.
(B.17)
We can now match these dynamlcs with the true state dynamics and we get the system of
ODEs (5.10) and v, ;(t) = Z;”.

References

[1] Andersson, D. and Djehiche, B. [2011], ‘A maximum principle for SDEs of mean-field
type’, Applied Mathematics € Optimization 63(3), 341-356.

[2] Aurell, A. and Djehiche, B. [2018q], ‘Mean-field type modeling of nonlocal crowd aversion
in pedestrian crowd dynamics’, SIAM Journal on Control and Optimization 56(1), 434—
455.

[3] Aurell, A. and Djehiche, B. [20185], ‘Modeling tagged pedestrian motion: a mean-field
type control approach’, arXiw preprint arXiv:1801.08777 .

[4] Basar, T. and Zhu, Q. [2011], ‘Prices of anarchy, information, and cooperation in differ-
ential games’, Dynamic Games and Applications 1(1), 50-73.

[5] Bensoussan, A., Frehse, J., Yam, P. et al. [2013], Mean field games and mean field type
control theory, Vol. 101, Springer.

[6] Bismut, J.-M. [1973], ‘Conjugate convex functions in optimal stochastic control’, Journal
of Mathematical Analysis and Applications 44(2), 384-404.


http://dx.doi.org/10.20944/preprints201809.0083.v1
http://dx.doi.org/10.3390/g9040088

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 September 2018 d0i:10.20944/preprints201809.0083.v1

Aurell/MFTG between two BSDE driven players 25

[7] Buckdahn, R., Djehiche, B., Li, J., Peng, S. et al. [2009], ‘Mean-field backward stochastic
differential equations: a limit approach’, The Annals of Probability 37(4), 1524-1565.

[8] Buckdahn, R., Li, J. and Ma, J. [2016], ‘A stochastic maximum principle for general
mean-field systems’, Applied Mathematics € Optimization 74(3), 507-534.

[9] Buckdahn, R., Li, J. and Peng, S. [2009], ‘Mean-field backward stochastic differential
equations and related partial differential equations’; Stochastic Processes and their Appli-
cations 119(10), 3133-3154.

[10] Cardaliaguet, P. [2010], Notes on mean field games, Technical report.

[11] Cardaliaguet, P. and Rainer, C. [2018], ‘On the (in) efficiency of MFG equilibria’, arXiv
preprint arXiw:1802.06637 .

[12] Carmona, R. and Delarue, F. [2018], Probabilistic Theory of Mean Field Games with
Applications I-1I, Springer.

[13] Carmona, R., Graves, C. V. and Tan, Z. [2018], ‘Price of anarchy for mean field games’,
arXiv preprint arXiv:1802.04644 .

[14] Chen, Z. and Epstein, L. [2002], ‘Ambiguity, risk, and asset returns in continuous time’,
Econometrica 70(4), 1403-1443.

[15] Djehiche, B., Tcheukam, A. and Tembine, H. [2017], ‘Mean-field-type games in engineer-
ing’, AIMS Electronics and Electrical Engineering 1(1), 18-73.

[16] Dubey, P. [1986], ‘Inefficiency of nash equilibria’, Mathematics of Operations Research
11(1), 1-8.

[17] Duffie, D. and Epstein, L. G. [1992q], ‘Asset pricing with stochastic differential utility’,
The Review of Financial Studies 5(3), 411-436.

[18] Duffie, D. and Epstein, L. G. [1992b], ‘Stochastic differential utility’, Econometrica: Jour-
nal of the Econometric Society pp. 353-394.

[19] Duffie, D., Geoffard, P.-Y. and Skiadas, C. [1994], ‘Efficient and equilibrium allocations
with stochastic differential utility’, Journal of Mathematical Economics 23(2), 133-146.

[20] Duncan, T. E. and Tembine, H. [2018], ‘Linear—quadratic mean-field-type games: A direct
method’, Games 9(1), 7.

[21] El Karoui, N., Peng, S. and Quenez, M. C. [1997], ‘Backward stochastic differential equa-
tions in finance’, Mathematical finance 7(1), 1-71.

[22] Koutsoupias, E. and Papadimitriou, C. [1999], Worst-case equilibria, in ‘Annual Sympo-
sium on Theoretical Aspects of Computer Science’, Springer, pp. 404—413.

[23] Koutsoupias, E. and Papadimitriou, C. [2009], ‘Worst-case equilibria’, Computer science
review 3(2), 65-69.

[24] Li, J. and Min, H. [2016], ‘Controlled mean-field backward stochastic differential equations
with jumps involving the value function’, Journal of Systems Science and Complezity
29(5), 1238-1268.

[25] Li, X., Sun, J. and Xiong, J. [2016], ‘Linear quadratic optimal control problems for mean-
field backward stochastic differential equations’, Applied Mathematics & Optimization
pp. 1-28.

[26] Papadimitriou, C. [2001], Algorithms, games, and the internet, in ‘Proceedings of the
thirty-third annual ACM symposium on Theory of computing’, ACM, pp. 749-753.

[27] Pardoux, E. [1999], Bsdes, weak convergence and homogenization of semilinear PDEs, in
‘Nonlinear analysis, differential equations and control’, Springer, pp. 503-549.

28] Pardoux, E. and Peng, S. [1990], ‘Adapted solution of a backward stochastic differential


http://dx.doi.org/10.20944/preprints201809.0083.v1
http://dx.doi.org/10.3390/g9040088

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 5 September 2018 d0i:10.20944/preprints201809.0083.v1

Aurell/MFTG between two BSDE driven players 26

equation’, Systems & Control Letters 14(1), 55-61.

[29] Tang, M. and Meng, Q. [2016], ‘Linear-quadratic optimal control problems for mean-field
backward stochastic differential equations with jumps’, preprint arXiv:1611.06434 .

[30] Yong, J. [2010], ‘Forward-backward stochastic differential equations with mixed initial-
terminal conditions’, Transactions of the American Mathematical Society 362(2), 1047
1096.

[31] Zhang, J. [2017], Backward Stochastic Differential Equations: From Linear to Fully Non-
linear Theory, Vol. 86, Springer.


http://dx.doi.org/10.20944/preprints201809.0083.v1
http://dx.doi.org/10.3390/g9040088

