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1. Force-Field Constraints for Bonded Atoms1

Here we present the intra-molecular interactions, e.g. two-body bond, three-body angle, and2

four-body dihedral constraints governing our P3HT model. These bonded interactions are adapted3

from the atomistic models developed by Huang and Bhatta [1,2]. As we employ united-atom models4

in this work, we compare our force-field values with the OPLS-UA force-field to ensure that we are not5

introducing spurious interactions when adapting the atomistic model [3].6

Bond potentials are harmonic:7

Ebond =
1
2

k(l − l0)2, (1)

in which k is the spring constant and l0 is the equilibrium bond length. The k and l0 values are8

presented in Table S1. It should be noted that the CA-CA bond parameters presented in Table S1 only9

apply to bonds between thiophene rings. The thiophene rings themselves are represented as rigid10

bodies, and so bonds within the rings do not change during the simulation. If a flexible model were11

to be used for the thiophene ring, then distinct bead types would be needed to distinguish bonds12

between and within rings.13

Table S1. The bond constraints used in our force-field to simulate P3HT. †: Bonds between two
monoers, rather than within a single, rigid thiophene. ‡: Bonds completely enclosed by a rigid body,
which are therefore fixed at l0.

Bond l0 (Å) k (kcal mol−1 Å−2)

CA-CA† 1.43 392.0
CT-CT 1.53 268.0
CA-CT 1.51 300.0
CA-S‡ 1.71 291.0

Angles constraints are also harmonic:14

Eangle =
1
2

k(θ − θ0)
2, (2)

in which θ0 is the equilibrium bond angle. The angle constraints are presented in Table S2. As before,15

the CA-CA-CA and CA-CA-S angles specified describe angle constraints between monomers, rather16

than those in the rigid thiophene ring.17

Table S2. The angle constraints used in our force-field to simulate P3HT. †: Angles between two
monomers, rather than within a single, rigid thiophene. ‡: Angles completely enclosed by a rigid body,
which are therefore fixed at θ0.

Angle θ (rad) k (kcal mol−1 rad−2)

CA-CA-CA† 2.27 54.7
CA-CA-S† 2.09 41.7
CA-S-CA‡ 1.62 86.0
CA-CT-CT 2.16 70.0
CA-CA-CT 2.15 70.0
CT-CT-CT 1.97 37.5

The dihedral parameters are defined by a multi-harmonic function in the form:18

Edihedral =
4

∑
n=0

kncosn ϕ, (3)

in which ϕ is the dihedral angle. The dihedral constraints are presented in Table S3.19
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Table S3. The angle constraints used in our force-field to simulate P3HT. †: Dihedrals between two
monomers, rather than within a single, rigid thiophene.

Dihedral k0 (kcal mol−1) k1 k2 k3 k4

S-CA-CA-S 2.9533 0.1571 -4.2326 0.39979 1.8855
CA-CA-CA-S† 2.9533 -0.1571 -4.2326 -0.39979 1.8855
CA-CA-CT-CT 0.3175 1.127 14.143 -22.297 6.7188
CA-CT-CT-CT 2.4469 -6.3946 10.747 30.695 11.139
CT-CT-CT-CT 1.8922 -3.4904 1.4665 7.1418 0.2859
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Figure S1. The flexible dihedrals used in this investigation that are not completely enclosed by a rigid
body. Reducing the number of distinct atom types in this model (compared to the all-atom models
from which they are derived) leads to some conflicts in the dihedral constraints. To avoid this, the
coefficients for some of these dihedrals (CA-CA-CA-CT and CA-CA-CA-CA) are set to zero.

Due to the rigid bodies used in this investigation, some dihedrals become ambiguously20

defined if the force-field from the literature are used. For instance, the CA-CA-CA-CT and the21

CA-CA-CA-CA dihedral constraints are already considered by the CA-CA-CT-CT and S-CA-CA-S22

dihedrals respectively. Furthermore, in the case of CA-CA-CA-CT, two possible definitions are23

applicable depending on whether the CA is located in the same ring as the alkyl sidechain or not.24

When the CA is in a neighboring ring to the monomer containing the CT, the dihedral is in the cis25

conformation, however, when CA is in the same ring as the specified side chain, the dihedral is in the26

trans conformation. This ambiguity leads to instabilities in the system when the dihedral parameters27

are not set to 0. As such, we set the CA-CA-CA-CT and CA-CA-CA-CA dihedral coefficients to28

zero, effectively deactivating them in our force-field. Figure S1 shows which dihedral constraints are29

considered (solid lines) and which are omitted (dashed lines), to highlight the redundancies that exist30

due to reduction to three atom types and the incorporation of the rigid body. We therefore assume31

that the other carbon aromatic to chain (CA-CA-CT-CT and CA-CT-CT-CT) dihedrals are sufficient in32

describing the position of the chains relative to the rings and that the (S-CA-CA-S and CA-CA-CA-S)33

dihedrals are sufficient in describing the orientation of the thiophene rings along the backbone.34
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2. The Effect of Including Explicit Charges in the Model35

Modeling the long-range electrostatic interactions between P3HT chains is both computationally36

expensive and challenging to do accurately. Including explicit partial charges results in a factor37

of 3 increase in simulation time for the systems studied here. Additionally, small conformational38

changes in conjugated polymers such as P3HT give rise to significant changes in electron densities and39

therefore the partial charges associated with each atom fluctuate over time and space. Furthermore,40

prior calculations for modeling P3HT electrostatics do not reach consensus on which partial41

charges are correct, or sufficient [2,4,5] In this section we compare our base case implicit charge42

model against one with explicit partial charges whose forces are calculated with the Fourier based43

particle-particle-particle-mesh Ewald summation method [6]. We quantify structural and performance44

differences between these approaches and show the implicit charge model sufficiently captures the45

relevant assembly physics.46

The charges used in this study are determined through first-principle calculations with the47

NWChem software [7] with the Becke, three-parameter, Lee-Yang-Parr (B3YLP) hybrid functional [8]48

with the 6-311++g** basis set [9]. The partial charges for the atoms within the thiophene ring from49

literature and those calculated in this study are shown in Table S4. From the values presented in

Table S4. The charges for atoms given in literature for all-atom simulations. *Indicates that this was a
united-atom simulation. †Indicates that these were calculated as part of this work by the NWChem
program [7].

Study S C1 C2 C3 C4

Bhatta [2] -0.22 0.18 -0.04 -0.31 0.03
Obata [10] -0.07 0.12 -0.07 -0.27 0.05

Moreno [11] -0.12 -0.01 -0.01 -0.18 -0.03
Huang [1] -0.15 -0.14 0.075 -0.18 -0.18

Borzdun [12] 0.33 -0.24 -0.28 -0.16 0.08
D’Avino* [13] -0.06 -0.21 0.22 0.10 -0.29

Trimer† -0.17 0.28 -0.03 -0.37 -0.11
Pentamer† -0.16 0.24 0.01 -0.37 -0.14

50

Table S4 we utilize the pentamer values for our simulations (Figure S3a). Further, we note that we51

also zero-out the charge in the simulation by subtracting the average per-particle charge from every52

simulation bead to account for rounding errors that may occur on individual atoms.53

S

C1 C2

C3 C4

CTH

Figure S2. Labels for identifying the atoms in the thiophene in Table S4.

Since a united-atom model is used in this work, we sum the partial charges of the hydrogen54

atoms into the atom to which they are directly bonded. These values are shown in Table S5. The55

CTN labels, in which N=1→6, are used to identify the aliphatic carbons with CT1 being bonded to56

the thiophene ring and CT6 being the farthest away from the thiophene ring. We note that the C357

presented in Table S5 is the same as that shown in Table S4, but with the hydrogen considered. Because58

the works of Moreno and Huang consider polythiophenes with no alkyl sidechains, we exclude these59

works from the list of the side-chain charges.60
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Table S5. The charges from literature summed up so the hydrogens are considered with the carbons.
C3 is the same as above. CT1 is bonded to the thiophene ring and each CTN = 1 → 6 is extending
from the ring.

Study C3 CT1 CT2 CT3 CT4 CT5 CT6

Bhatta [2] -0.08 0.14 -0.04 0.03 0.04 -0.03 -0.01
Obata [10] -0.11 0.07 0.03 -0.04 0.01 0.09 -0.08

Borzdun [12] 0.06 0.02 -0.01 -0.01 0.0 0.0 0.0
D’Avino [13] 0.10 0.22 0.08 -0.07 0.01 0.04 -0.03

Trimer -0.12 0.19 0.06 -0.16 0.11 0.07 -0.10
Pentamer -0.13 0.19 0.07 -0.17 0.10 0.09 -0.10
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Figure S3. (a) The partial charges applied to the thiophene ring in the explicit-charge model. These
charges were generated from a pentamer chain using first-principle calculations. Incorporating these
into the equilibrated implicit-charge structure at the same state-point Figure 7a results in (b), which is
visually indistinguishable (CA-dark blue, S-yellow, CT-cyan; state-point: explicit charges, T ∼ 600 K,
εs = 0.8, ρ = 1.11 g/cm3). Short- and long-range structural features observed in the (c) GIXS (averaged
over 6 orientations) and (d) thiophene centroid RDF (compared to Figure 6a and Figure 7e respectively)
show that the explicit-charge model with σLJ = 3.7 Å is consistent with the implicit-charge model
with a reduced σLJ = 3.44. (e) The explicit- (red circles) and implicit-charge (blue triangles) systems
exhibit similar trends in order (ψ) over different temperatures (state-point: εs = 0.2 and ρ = 0.72 g/cm3).
However, explicit-charge systems systematically obtain a lower degree of order.

We assign partial charges to simulation beads (Figure S3a). We then employ scattering, RDF, and61

cluster analyis described above to to determine the differences in molecular packing. In our optimized62

implicit-charge model, we reduce the thiophene ring bead diameters to ∼ 3.44 Å from the ∼ 3.7 Å used63

in OPLS-UA and Amber [3,14], which permits the thiophene rings to π-stack at the same length-scale64

as in experiments. In the explicit charge model benchmarked here, we employ the partial charges, but65

do not modify the Lennard-Jones ε or σ parameters from our optimized implicit-charge model. These66

parameters should be updated to create an optimized explicit-charge model, but we hypothesize that67

such efforts are not worth their cost and check here to see how the addition of explicit charges affects68

structure and performance.69

To test whether explicit charges destabilize an already-equilibrated structure from an70

implicit-charge model (Figure 7a), we instantaneously “turn on” electrostatics with the above partial71

charges and re-equilibrate a 100 15-mer T = 600 K, ρ = 1.11 g/cm3 Protocol (2) system over 0.3 µs. The72
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resulting morphology (Figure S3b) is not significantly destabilized, and shows qualitative agreement73

with GIXS and RDF metrics of the implicit-charge case. The primary quantitative difference arises74

from the electrostatic repulsion of identical beads when thiophene rings are aligned: With explicit75

charges, aligned rings are on average 4.0 Å apart, instead of 3.9 Å as in the implicit charge case.76

To test differences in self-assembled structure we perform new simulations at εs = 0.2 with77

Protocol (2) and the base-case 100 15-mers, but with explicit electrostatic charges active throughout.78

Figure S3e shows that order parameter ψ dependence on temperature is qualitatively the same for79

both implicit- and explicit-charge models. Independent of charge consideration, we observe kinetic80

trapping at low temperatures (< 250 K), increased order at moderate temperatures (250 K to 500 K),81

and decreasing order as temperatures increase (> 750 K). The explicit-charge model is systematically82

less ordered (ψexplicit ∼ ψimplicit + 0.1) than the implicit model across all temperatures studied here,83

but otherwise assembles the same structures: lamellae of π-stacked backbones below a transition84

temperature and disordered melts above. On one hand, we interpret these results to justify the85

factor of 3 performance benefit of the implicit charge model. On the other hand, we acknowledge86

that the self-assembled structures are not identical between these two cases, and this could have87

significant ramifications, for example in predicting charge mobilities. We therefore recommend using88

implicit charge models for screening large parameter spaces as performed here, and then subsequently89

performing more expensive simulations when they are warranted for additional insight.90
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3. The Effect of Considering Longer Chains91

In this section we compare performance and packing of “long” 50 monomer (50mer) chains92

relative to the 15mer base-case used throughout this work. Commercially available P3HT chains93

(from e.g. Sigma-Aldrich, Reike Metals) are significantly longer, typically ranging from 125 to 62594

monomers, and more polydisperse (PDI∼ 2) despite the feasibility of synthesizing narrow chain95

length distributions [15–17]. However, 50mers are the longest chains that we can simulate at the96

same conditions as the 15mers, while ensuring a chain cannot interact with itself through the periodic97

simulation boundaries. This is a conservative modeling choice, as we do not anticipate that such98

self-interactions would significantly impact self-assembled morphology. Additionally, we expect the99

50mer chains to provide useful information about the effect of simulating longer chains compared to100

the 15mer base case, despite being shorter than commercially available. We simulate 300 50mer chains101

at ρ = 1.11 g/cm3 using Protocol (2) at T ∼ 600 K and εs = 0.8, and compare against 1000 15-mers at102

the same conditions as subsection 4.5 of the maintext.103

The 50mer systems (Figure S4a) demonstrate less ordering than their 15mer counterparts under104

the same conditions. Using clustering analysis, we still see short-range order exists in the form of small105

crystallites that are randomly oriented with respect to each other (Figure S4b). The lack of long-range106

order for 50mers is apparent from GIXS (Figure S4c), which lacks distinct reflections corresponding to107

lamellae of pi-stacked backbones as seen before. The thiophene ring RDF (Figure S4d) shows some108

short-range ordering, with anti-aligned thiophene rings (expected peak at 5.3 Å) less common in 50mer109

systems. The major structural difference between 50mers and 15mers is that the 50mers are observed110

to “fold” and form π-stacks with themselves (Figure S4e) Such self-stacking allows a single chain to111

form multiple layers in one crystallite, and is observed experimentally [18–20].112
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Figure S4. (a) 300 × 50mer chains produce morphologies containing no visually discernible periodic
order at T ∼ 600 K and εs = 0.8 (CA-dark blue, S-yellow, CT-cyan). (b) However, short-range order
is visible when thiophene rings are colored by cluster. (c) Short-range order is confirmed through
simulated GIXS (averaged over 60 orientations) and (d) the RDF of the thiophene centroids, which both
show less defined peaks than in the 15mer case (Figure 6a and Figure 7e respectively). (e) The 50mer
chains are long enough to undergo π-stacking with themselves, which is observed experimentally
[18–20] and not observed with the shorter chains.

We estimate the time required for the system containing 300× 50 monomer long chains (50mer) to113

relax to an equilibrated structure compared to the systems containing 1000, 15 monomers long chains114

(15mer) by comparing the evolution of the Lennard-Jones potential energies and also the structure115

factor over time. As a first test, we assume that the systems have the same equilibrated structure and116

that these two structures will have the same non-bonded energies. Therefore, we fit the 50mer and117

15mer Lennard-Jones energy over time to equations and determine where the 50mer’s equation will118

equal the final energy of the 15mer system. In choosing what equation should be used to represent119
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the energy evolution, we qualitatively observe that the P3HT systems undergoes three stages during120

relaxation: fast exponential decay, slow approximately linear decay and constant. As such, we fit the121

per-particle potential decay over simulation time ts to:122

f (ts) = a× exp(b× ts) + c× ts + d, (4)

to get the coefficients a, b, c, and d for the exponential and linear terms; the fitted curve is showed by123

the dashed red line in Figure S5a. With the coefficients known, we solve the equation to determine124

when it would equal the final energy of the 15mer system, which results in approximately 9,000 times125

longer for the 50mer system to run to equal the final energy as the 15mer system.126

However, it is not necessarily valid to assume that the 50 and 15mer systems will have the same127

final energy. For instance, it is possible that the 50 system (which is more prone to entanglements) will128

reach a metastable state and will require the lifetime of the universe to relax out of the metastable state.129

Such behavior often occurs in real systems, in that P3HT devices have crystalline and amorphous130

regions rather than the more energetically favored perfect crystal. As such, if we do not assume that131

the two systems will have the same equilibrium structure and hence same energy, we can instead132

utilize the rate of decay of the energy as our descriptor for system evolution. Because the linear decay133

is the slowest process, we can compare the ratio of the linear coefficients between the 50mer and 15mer134

system to describe the difference in relaxation times. As such, we find that the 50mer’s coefficient135

is -1.94 × 10−5 and the 15mer’s is -3.6 × 10−5. This suggests a ∼ 2× faster decrease in energy in the136

15mer system than the 50mer system.137
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Figure S5. (a) The potential energy in the (blue) 15mer system decays faster and achieves a final lower
per-particle than the (red) 50mer system. The structure factor - a radial average of the GIXS pattern -
shows the growth of peaks corresponding to (red) π-stacking over time in the (b) 15mer and the (c)
50mer system. (d) The evolution of the red peaks in b and c show that the 15mer system reaches a
stable state faster than the 50mer system.

Rather than using the energy, which is an indirect measure of the structure’s evolution, we can138

instead utilize a direct measurement of the structure such as the structure factor. We therefore conduct139

the scattering experiment to obtain the structure factor - a radial average of the GIXS pattern - every140

25 ns of simulation run time (Figure S5b and c). We record the height of the peak in the structure141

factor located at 1.6 Å−1, corresponding to π-stacking, over time. We again fit the evolution of the142

structure factor peak over time to an exponential function and compare the relative changes in structure143

evolution between the 50mer and 15mer systems (Figure S5d). From this, we again predict that the144

50mer system will require twice as long to reach equivalent scattering intensities of that of the 15mer145

system. Because the structure factor is the most direct calculation of structure and it agrees with the146

change of energy we conclude that the 50mer system requires twice as long as the 15mer system to147

order. In summary, the longest chains that can be practically equilibrated should be used, 15mers148

are sufficient for predicting experimental GIXS patterns, and systems of 50mers can in principle be149

equilibrated, but the factor of two increase to simulation time precludes routine sweeps of large150

parameter spaces.151
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4. Linking System Evolution to Energy152
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Figure S6. The per-particle Lennard-Jones potential energies for the various systems shows three
regions, highlighted with blue circles, cyan triangles, and green squares for the systems with various
sizes.

In this section we present our analysis of the Lennard-Jones energy to infer structural evolution.153

We detect three transients in the energy curve corresponding to different phases of morphology154

evolution: exponential decay representing formation of crystals from a disordered configuration, slow155

decay signifying the process of going from many small crystallites to few, highly ordered crystals and156

constant energy signifying equilibrium. The regions corresponding to each transient are shown in157

Figure S6 for simulations containing various amounts of 15mer chains. We note that not all the final158

energies are exactly equal. This is due to in part to systems reaching metastable states, which will159

require indefinite run times to relax out of. Additionally, changes in the simulation volume between the160

simulations can lead to unfavorable box lengths. For example, one system may be able to form a more161

perfect crystal when the simulation box length is commensurate with the crystal structure - resulting162

in a lower energy, whereas another system may never be able to form a perfect crystal because its163

periodicity is interrupted by the periodic boundary of the simulation volume. To quantify the duration164

of the exponential decrease, we conduct a least-squares fit of the per-particle Lennard-Jones energy to165

Equation 4, which is also used to compare the 15mer and 50mer systems. We consider a linear term166

in addition to an exponential term to better account for the slow transformation in Region 2, which167

is qualitatively linear. We calculate the derivate of Equation 4 to obtain the exponential and linear168

components of the slope, and identify the transition time ts as the point at which the linear component169

becomes a larger than the exponential component.170

To determine when equilibrium is reached and Region 2 is ended, we must first assume that171

the final energy measurement is in an equilibrium state (which is only a valid assumption for the172

systems with fewer beads, < 325 15mers). We next assign the measured energies to bins containing 200173

measurements each, which equates to 36 ns, and calculate the average Ēi and standard deviation σi of174

each bin. We then iterate through the bins in reverse order and compare Ēi and σi the final bin’s energy175

Ē f inal and deviation σf inal . When Ēi is calculated to be more than the sum of the standard deviations176

higher than Ē f inal , we consider the system as not equilibrated, i.e.:177
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System is

{
Not Equilibrated, if Ēi − Ē f inal > σi + σf inal

Equilibrated, otherwise.
(5)
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5. Small and Large Comparison for Semiordered and Disordered Systems178

In the main text we consider size effect differences between the ordered large and small systems,179

here we expand this analysis to large and small semiordered and disordered systems (Figure S7). In the180

large semiordered system, some crystallites have aggregated to form alkyl-stacked lamellae (shown181

with colored, opaque beads), corresponding to the experimentally observed crystalline domains182

surrounded by an amorphous matrix (shown with gray, diffuse beads) [21]. However, in the small183

system, one large crystallite interspersed with smaller crystallites dominates the morphology, and184

the alkyl-stacked lamellae are not observed in the smaller system. The difference between these two185

structures is confirmed with GIXS patterns: periodic alkyl stackings are only observed in the large186

system. That said, the π-stacking feature along the (010) planes forms a diffuse band rather than a187

distinct peak - likely due to the wide range of crystallite orientations in the large morphology in the188

large system, whereas this feature is much stronger in the smaller system’s pattern. Therefore, there is189

some dependence on the system size when looking at semi-ordered systems: larger systems are able to190

have regions of high order and amorphous regions, which are missing in smaller systems that tend to191

form fewer, larger crystals. This corresponds to crystallite sizes measured experimentally (∼ 10-20 nm),192

in that the small system with a box length of ∼ 7 nm is smaller than the typical crystallite, whereas193

the larger systems with length 15 nm are the same as the average experimentally observed crystals194

[22]. We therefore suggest using larger system sizes (N = 165, 000) to more accurately represent the195

long-range ordering characteristics of polymers.196

In the case of disordered systems, both the 100 and 1000 chain systems are similar: they are197

comprised of many small, randomly-oriented regions of π-stacking, consisting of just a couple of198

chains in each case. The GIXS patterns corroborate the visual observations: there is little periodic order199

within the system. As such there is minimal system size dependence when the structures are more200

disordered; smaller simulations can be used to accurately investigate high temperatures. In summary,201

smaller system sizes are beneficial for fast investigations of the relationship between state-point and202

structure, whereas larger systems including more molecules are be needed to explore large-scale203

structural features.204

a b e f

c d g h

Figure S7. In cases where amorphous and structured regions exist, large volumes (a) provide more
insight than their smaller counterparts (b) in that systems containing 100 15mers do not show periodic
lamellae features seen in larger systems (c, d). Conversely in disordered systems, large volumes do not
provide significant structural insight as compared to small volumes (e-h).
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