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Abstract: Invasive species are significant threats to global agriculture and food security being the major causes1

of crop loss. An operative biosecurity policy requires full automation of detection and habitat identification of2

the potential pests and pathogens. Unmanned Aerial Vehicles (UAVs) mounted thermal imaging cameras can3

observe and detect pest animals and their habitats, and estimate their population size around the clock. However,4

their effectiveness becomes limited due to manual detection of cryptic species in hours of captured flight videos,5

failure in habitat disclosure and the requirement of expensive high-resolution cameras. Therefore, the cost and6

efficiency trade-off often restricts the use of these systems. In this paper, we present an invasive animal species7

detection system that uses cost-effectiveness of consumer-level cameras while harnessing the power of transfer8

learning and an optimised small object detection algorithm. Our proposed optimised object detection algorithm9

named Optimised YOLO (OYOLO) enhances YOLO (You Only Look Once) [27] by improving its training and10

structure for remote detection of elusive targets. Our system, trained on the massive data collected from New11

South Wales and Western Australia, can detect invasive species (rabbits, Kangaroos and pigs) in real-time with12

a higher probability of detection (85–100 %), compared to the manual detection. This work will enhance the13

visual analysis of pest species while performing well on low, medium and high-resolution thermal imagery, and14

equally accessible to all stakeholders and end-users in Australia via a public cloud.15

Keywords: invasive species; thermal imaging; habitat identification; deep learning16

1. Introduction17

A pest animal is defined as any animal that has or has the potential to have an adverse economic,18

environmental or social/cultural impact [8]. Pest animals have adverse effects on Australian agri-ecosystem19

as they cause significant crop damage, competing with native species for pasture or causing soil erosion, and20

acting as reservoirs for diseases. Invasive population expansion of European rabbit (Oryctolagus cuniculus) and21

Feral pig (Sus scrofa) are among the more pervasive invasions to crops and agricultural lands. The kangaroo22

(Macropodidae) is a symbol of Australia and not considered a pest [13]. However, they are involved in more23

than eighty per cent of the 20,000-plus vehicle-animal collisions reported each year [14]. Rabbit-proof fencing,24

ground and helicopter culling of pigs and Kangaroos, pest trapping and poisoning, are some of the control25

strategies in place. However, the pest population is rapidly spreading despite substantial investment in control.26
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Figure 1. An exemplar shots of dataset shots of invasive animals (rabbits, pigs and Kangaroos) captured in
airborne thermal imagery that show visual challenges for object recognition from a distance These videos are
captured using helicopter-based surveys of vast farmlands in states of Western Australia (WA) and New South
Wales (NSW), Australia.

Recent advancements in drone and imaging technologies have enabled non-invasive monitoring of pest27

animals [4,10,18,32]. However, manual detection of pest animals, habitat identification and estimation of pest28

population size is cumbersome as it requires frame by frame analysis of hours of video data. Some automated29

approaches are proposed in recent years [2,6,19,25,31]. However, they often lack usability due to low accuracy,30

ineffectiveness against occlusion, limitations of the visible spectrum and low detection speed. It requires a need31

for an intelligent, real-time, fully automated and around the clock monitoring system that is not only limited to32

animal detection but also their habitat identification. Thermal imagery can provide crucial information about33

animal habitats that look more active and warm in thermal heat maps.34

However, such approaches work better for large mammals as the drastic changes in the temperature gradient35

between mammals, and their cold background can distinguish their thermal signatures, facilitating their detection36

and count. In the pest animal remote sensing scenario, both small and elusive signatures are available that37

decrease the accuracy of computer vision algorithms. Figure 1 shows some dataset shots of invasive animals38

(rabbits, pigs and Kangaroos) captured in airborne thermal imagery that show visual challenges for object39

recognition from a distance. As object size becomes very small, even manual identification and tagging of correct40

thermal signatures is problematic.41

Deep learning has revolutionalised the field of object detection, and various deep object detection approaches42

exist in the literature. Some of the notable techniques include RCNN [12], Fast-RCNN [11], Faster-RCNN[29],43

Mask-RCNN [16], FPN [20], SSD [23] and YOLO [27]. RCNN family of detectors are two-stage detectors44

based on the concept of region proposals requiring considerable processing time and unsuitable for fast and45

real-time object detection. SSD (single-shot multibox detector) and YOLO (You Only Look Once) are one46

stage or one-shot detectors. SSD is very slow for detection tasks due to the sliding window approach while47

YOLO outperforms these approaches in both accuracy and processing time. As YOLO initially is trained on48

MS COCO dataset [21], its performance suffers if objects are tiny and receptive field is limited. YOLOv3 [28]49

uses DarkNet-53 for feature extraction and introduces the Feature Pyramid to detect small objects at different50
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scales. FPN predicts small-scale objects in the shallower layers with low semantic information which might not51

be sufficient to classify small objects.52

Similarly, due to striding and pooling, the small-scale objects disappear in the deep convolution layers.53

Therefore, the removal of pooling and striding can improve YOLO to detect smaller objects. Meanwhile,54

YOLOv4 [3] presents new findings. However, its scope is to increase the overall speed and accuracy on MS55

COCO dataset using a different bag of features and bot to increase small object detection in thermal imaging.56

In this work, we address the above weaknesses by introducing an optimised version of YOLO for small object57

detection. We named it Optimised YOLO. It enables us to propose a real-time pest animal detection with58

improved accuracy on imagery captured from consumer-level thermal cameras counted on an unmanned aerial59

vehicle.60

We claim the following contributions in this paper:61

• We introduce a real-time pest animal detection with improved accuracy and speed using deep learning-based62

small object detection approach.63

• We optimise traditional YOLO by improved model training and structure optimisation for detecting smaller64

objects.65

• We validate our approach on an extensive thermal video data set collected by the Department of Primary66

Industries, NSW, Australia. This dataset is very challenging due to low resolution, the small size of pets67

like rabbits and elusive signatures of similar thermals signatures of pigs and Kangaroos.68

We have organised the paper as follow: Section 2 describes the related work. Section 3 provides a detailed69

description of our methodology. Section 4 illustrates our finding with the help of experimental results. Section 570

presents the discussion and future work directions, followed by concluding remarks and references.71

2. Related Work72

One of the traditional approaches to animal detection and activity monitoring is the use of camera traps.73

They have been used to investigate 13 broad areas of wildlife monitoring in Australia over the last twenty-four74

years [24? ]: However, the field of view and coverage of camera traps is limited, and it has not proved to be a75

reliable tool to monitor cryptic pest animals and their activities[33]. An alternative way to airborne monitoring76

through unmanned aerial vehicles (UAVs) and helicopters [1,4,9,10,18,32].77

The recent revolution in the field of deep learning [30] has enabled scientists to automate various78

vision-based problems. Early use of deep learning for automated animal classification involved sufficient79

pre-processing and limited recognition accuracy [5,7]. Domain adaptation and transfer learning [19] can increase80

detection accuracy across different domain and tasks.81

Animal detection work can also be categories can object detection problem as there is more interest in82

object recognition and location detection than in simple classification. Various object detection methodologies83

can be used that include RCNN [12], Fast-RCNN [11], Faster-RCNN[29], Mask-RCNN [16], FPN [20], SSD84

[23] and YOLO [27]. However, all these approaches use high-resolution data for training and object scales85

are generally larger and clear. Therefore, their performance decreases for small animal detection from UAV,86

especially in low-resolution thermal video sequences resulting in low accuracy, slow detection or overfitting.87

Our work is related to YOLO YOLO [27] and its improved versions [3,28]. Some recent work on small88

object detection from a distance is related to our work. An improved version of YOLO for UAV called UAV-YOLO89

[22] tried to improve small object detection through YOLO. It has included a few more convolution layers and90

shortcut connections to improve the model. However, the basic limitations of subsampling remain unaddressed. In91

this work, we addressed the major weakness of convolution operation and aggressive subsampling and proposed92

an optimised YOLO.93

3. Materials and Methodology94

In this paper, we used the Convolutional neural network (CNN)-based object detection method for pest95

animal detection in thermal imaging. Data collection. In order to perform this study, we first established the96

Australian pest animal database that was collected by two different teams. One team from the department97
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Figure 2. Data annotation samples for different pest species in our pest dataset.

of primary industry, NSW was responsible for the collection of rabbit movement and warren footage using98

helicopter-based surveys. The other team at Department o primary industry and regional development, Western99

Australia was responsible for data collection related to wild pigs and Kangaroos using drones.100

3.1. Data collection and Annotation101

In order to perform this study, we first established the Australian pest animal database that was collected by102

two different teams. One team from the department of primary industry, NSW was responsible for the collection103

of rabbit movement and warren footage using helicopter-based surveys. The other team at Department o primary104

industry and regional development, Western Australia was responsible for data collection related to wild pigs and105

Kangaroos using drones.106

From the thermal footage, we extracted frames to prepare training dataset. As the video framerate 60fps, so107

thus we had a huge number of frames. However, the majority of frames has no evidence of the presence of any108

invasive animals; we used only those frames that had confirmed the presence of targetted pest animals.109

We manually labelled the dataset. We used python based library Labelme, which is a graphical image110

annotation tool inspired by http://labelme.csail.mit.edu. We also observed that target objects were very small in111

some of the frames that had been collected from a high altitude. Similarly, some of the targets were obscure, and112

even manual classification of their thermal signatures was challenging. We had to magnify such frames/images to113

label them accurately. Some sample shots of the manual annotation of our thermal dataset are shown in Figure 2.114

Table 1. Dataset used for training purpose

Class Name Labeled Total Images
Rabbit Rabbit 1246

Kangaroos Kangaroo 4211
Pigs Pig 6000

3.2. Pest Animal Annotation, Model Training and Detection115

Our footage library was extensive, so we divided it into three groups of datasets: training dataset, evaluation116

dataset and testing dataset. We annotated interested target pest animals in our training dataset using Python-based117

annotation tool. We then trained our proposed OYOLO (Optimised You Look Only Once) model on the trained118

dataset. The detailed description of OYOLO is provided in coming subsections.119

During data collection, our crew took both far and nearer footage of animals by different camera zoom.120

Therefore, to optimise the performance of YOLOv3 for small object detection, we divided our dataset into two121

categories named “zoom in”, “zoom-out” groups by taking the distance and receptive field in consideration. We122

also used data augmentation to balance their sizes. k-means [15] is then used to cluster different numbers of123

anchor boxes to find the optimised number and size for better results. Finally, the model is retrained by zoom124

out-category data. On the other hand, the backbone structure of YOLO3 is improved to improve performance.125

A brief introduction to YOLO:126

YOLOv3 is a more established one-shot detector that is an incremental model of the former YOLO[26] and127

YOLO9000 [27] and deals object detection as a regression problem.128
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YOLOv3 backbone known as Darknet 53 includes 53 convolution layers and Resnet [17] short cut129

connections. In Ithe prediction stage, it uses FPN (Feature Pyramid Network) that uses three scale feature130

maps, where small feature maps provide semantic information, and large feature maps provide finer-grained131

information. YOLOv3 uses independent logistic classifiers rather than softmax with binary cross-entropy loss132

for the class predictions in the training stage. FPN uses three scales of detection with different receptive fields,133

where the32-fold downsampling is suitable for large objects, the 16-fold for middle size objects, and the 8-fold134

for small size objects.135

Figure 3. YOLOv3 architecture with input image size 416 x 416 and 3 types of feature map (13 x 13 x 3, 26 x
26 x 3 and 52 x 52 x 3) as output; (B) DBL is Darknet conv2D BN Leaky composed of one convolution layer,
one batch normalisation layer and one leaky relu layer.; ResUnit includes two "DBL" structures followed by one
"add" layer leads to the residual-like unit, "ResBlock" has several "ResUnit" with one zero-padding layer and
"DBL" structure forward generates a residual-like block, "ResBlock." is the module element of Darknet–53.

An architectural diagram of YOLOv3 is shown in Figure 3 that takes an input image size 416 x 416 and136

3 types of feature map (13 x 13 x 3, 26 x 26 x 3 and 52 x 52 x 3) as output; (B) DBL is Darknet conv2D BN137

Leaky composed of one convolution layer, one batch normalisation layer and one leaky relu layer.; ResUnit138

includes two "DBL" structures followed by one "add" layer leads to the residual-like unit, "ResBlock" has several139

"ResUnit" with one zero-padding layer and "DBL" structure forward generates a residual-like block, "ResBlock."140

is the module element of Darknet 53. This architecture is shown in Figure 2.141

OYOLO: The optimised YOLO:142

One of the problems with traditional CNN networks is their inability to handle low resolution and receptive143

field ar both pooling and striding may cause loss of small targets. The semantic information about the small144

objects will vanish or weaken with a decreased spatial resolution of feature maps in subsequent layers. Low145

semantic information nay is not enough to recognise the small object category in thermal images.146
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Figure 4. Dilated Convolutions: Figure 3(A) on left shows F2 that is generated from F1 by a 1-dilated convolution;
each element in F2 has a receptive field of 3×3. Figure 3(B) on right shows F3 that is generated from F2 by a
2-dilated convolution; each element in F3 has a receptive field of 7×7.

A region of the input on which a pixel value in the output depends on is called the receptive field. CNN’s147

progressive reduce resolution and removing subsampling can help, but it reduces the receptive field. Dilated148

convolutions [34] can increase the resolution of the output feature maps without harming the receptive field of149

individual neurons. Dilated convolution is also called as “convolution with a dilated filter” as it is a similar filter150

that is used for wavelet transformation. This concept is explained in Figure 4.151

Figure 5. OYOLO architecture with input image size 416x 416 and 3 types of feature map (13 x 13 x 3, 26 x 26
x 3 and 52 x 52 x 3) as output; (B) DDBL is Darknet dilated conv2D BN Leaky composed of one convolution
layer, one batch normalisation layer and one leaky relu layer.; DRN (Dilated Residual Network) provides residual
like connection with dilated convolutions. Similarly, for multiscale spatial pooling, we use different dilation rates
and replace upsampling with dilation filtering.

Let F : Z2→ R is a discrete function, Φn = d−n,ne2 and let f = Φn→ R is another discrete, the convolution152

operator ∗ can be defined as :153

(F ∗ f )(x) = ∑
s+t=x

F(s) f (t) (1)

Let d be a dilation factor and let ∗d be defined as:154
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Figure 6. (A) The geo-tagging of detected pest animals from drone data that points out their detection location
and (B) visualisation of pest movements that display the area of their activity.

(F ∗d f )(x) = ∑
s+∗d t=x

F(s) f (t) (2)

where ∗d is a dilated convolution or a d-dilated convolution. The tradition CNN convolution is simply the155

1-dilated convolution. Dilated convolution supports an exponential expansion of the receptive field without loss156

of resolution—figure 3 illustrated outcome of dilated convolution. Figure 3(A) shows F2 that is generated from157

F1 by a 1-dilated convolution; each element in F2 has a receptive field of 3×3. Figure 3(B) shows F3 that is158

generated from F2 by a 2-dilated convolution; each element in F3 has a receptive field of 7×7.159

Therefore, to increase the receptive field of YOLO to handle small objects, we integrated dilated convolutions160

in its architecture. For this purpose, we replaced DDL block with DDDL block that uses dilated convolution161

followed by batch normalisation and leaky Relu. RES block is replaced with DRN (Dilated Residual Network)162

[35]. Similarly, for multiscale spatial pooling, we use different dilation rates and replace upsampling with dilation163

filtering. Finally, semantic information from three scales is concatenated to detect objects and their categories.164

Optimised YOLO architecture is shown in Figure 5.165

3.3. Geo-tagging and Visualizing of Detected Targets:166

Finally, geo-tagging of detected pest animals is done by embedding Google maps platform done flight167

GPS data for locating and visualising targets in real-time. It provides precise tracking of target locations and168

visualisation of their movement within the surrounding. Such information is key to monitor pest animal movement169

patterns and valuable insight about their activities. Figure 6 illustrates the process of geo-tagging of detected pest170

animals from drone data and also provides visualisation of their movements during the time of flight.171

3.4. Results172

In this section, we describe the description of our image dataset, system parameters, list of experiments and173

their results. We would also discuss our experimental results and future work directions.174

Two different teams collected our thermal image dataset. One team from the department of primary industry,175

NSW was responsible for the collection of rabbit movement and warren footage using helicopter-based surveys.176

The other team at Department o primary industry and regional development, Western Australia was responsible177

for data collection related to wild pigs and Kangaroos using drones.178

Platform specifications: One of our team used DJI Matrice 210 drone with DJI Zenmuse XT (thermal)179

cameras of 640 x 512 resolution, 9 Hz collected footage at 60 fps. This flying time (with each flight 5-6 hours)180

is all during night footage was collected. Each 12-15 min length file is approximately 250 MB. This survey181

included rabbits, pigs and Kangaroosand flight area covered farmlands in Western Australia. At the same time,182

the other team collected footage of rabbits and their warrens using a helicopter-based thermal imaging platform183

for farmlands in New South Wales, Australia. Our helicopter crew used (DJI M600 and old footage from DJI184
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S1000 and DJI Inspire 2) Camera is Vayu HD by Sierra Olympic with a flight time of 3-5 hours for drone and,185

10-15 for helicopter: The size of the collected video was around 3 TB.186

Table 2. System Specifications for Training/Testing

System Hardware / Software (Operating System) Specifications

RAM 64 GB RAM
CPU Intel 9th Gen i9 9900K

GPU(s) 2x NVIDIA RTX 2080 Ti 11 GB VRAM
Operating System Windows 10 Professional and Ubuntu 18.04

The whole dataset was divided into training and validation as 85% and 15% respectively, as shown in the187

table 7 to get the optimised results and overcome the issue of over-fitting. For our deep model, we carried out the188

training process, experiments both on Windows and Ubuntu operating systems. We used deep learning framework189

PyTorch and related Python libraries for system training and testing. Training and testing were performed on190

both windows and ubuntu operating systems workstation. It had intel ninth gen i9 CPU, i.e. 9900k, 64 GB RAM191

and Nvidia dual RTX 2080 Ti 11 GB VRAM GPUs. Table 2. shows the system specifications.192

Table 3. Data Split for Testing / Training & Accuracy Obtained

Dataset (Train/Test) Split in %
Accuracy [%]

10 Epochs 20 Epochs 30 Epochs 40 Epochs 50 Epochs
85 – 15 92.31 95.84 96.86 97.39 98.38

We first tried to establish the baseline by training a YOLOv3 based detection, For this purpose, we used the193

size of input frames as an integer multiple of 32 (416 x 416), with a total of 5 steps for downsampling operation194

leading to the largest stride size of 32. As this version used multi-scale analysis, y1,y2 and y3 lead to three195

different sizes of feature maps. Information for detection of final bounding boxes comes from the combination of196

all three scales. Please see Figure 4 for details. For training, we fine-tune a pre-trained YOLOv3 model, with a197

mini-batch size of 32, 10,500 batches, and subdivisions of 15 on 1 GPU, a momentum of 0.8 and a weight decay198

of 0.0004. We adopt the multistep learning rate with a base learning rate of 0.0001, and the learning rate scales199

of [0.1,0.1].200

We then designed OYOLO by replacing convolutions by dilated version, For this purpose, we used the size201

of input frames as an integer multiple of 32 (416 x 416), without downsampling operation and introduced dilation202

rates of 6, 12 and 18 at different levels. The rest of the design remains the same. Information for detection of203

final bounding boxes comes from the combination of all three scales. However, the original model size remains204

the same as of YOLOv3. We used similar training specifications for our baseline model. Please see Figure 6 for205

details.206

Training and validation loss and accuracy was calculated for our training and validation set—figure 7207

displays our training and validation loss. In Figure 7 (a) (b), the accuracy and loss for both training and208

testing/validating are presented for each epoch. These graphs were generated for the data split of 85% – 15%.209

The accuracy graph visually shows that accuracy for both training and testing increases gradually and then210

tends to converge on a specific point. It also shows that after 40 epochs, the change in accuracy reduces as the211

validation accuracy appears to be equivalent to training accuracy. Similarly, the right graph shows how the loss212

starts decreasing gradually as the model learns on a given dataset. The loss of validation data becomes stable213

after 43 epochs and thus tends towards a specific value.214
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Figure 8. Identification of rabbits and their warren is shown with their respective labels found by our model.
Yellow colour labels belong to rabbits, while purple colour labels are their warrens.

(a) Training and Validation Accuracy (b) Training and Validation Loss
Figure 7. Training and Validation Plots

We tested our approach on the data that was not part of our training or validation set. We first detected all215

bounding boxes and used them for counting the number of detected pest animals. To remove double counting,216

we sustained our count till 10th frame. This value was found empirically based on manual inspection of frames217

and detected animals. For verification purposes, we counted ground truth detections and compared with the218

automated population count of pest animals. This process also verified our detection results accuracy. Some of219

the sample detection results are shown in Figure 10. Detected labels and their sizes are intentionally made small220

to show small bounding boxes. Similarly, we also trained our model for automated identification of pst habitats221

like rabbit warrens as such places are generally visible in thermal images due to enhanced animal activity in these222

regions and their underground presence. Figure 8 Illustrates the detection of rabbits and their warrens.223

During the testing phase, we achieved an average accuracy of 98.33% for OYOLO compared to 92.33%224

accuracy for baseline YOLO model. For Pig class (accuracy = 97.34%, recall = 96.89%, precision = 96.37%225

and f1-score = 96.35%) , Rabbit class (accuracy = 98.17%, recall = 96.70%, precision = 96.48% and f1-score =226

97.48%) and Kangaroo class (accuracy = 99.48%, recall = 96.96%, precision = 97.30% and f1-score = 98.60%).227

Figure9 visualize the above results. For warren detection, we achieved (accuracy = 93.34%, recall = 96.89%,228

precision = 96.37% and f1-score = 96.3%).229
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Figure 9. System performance metrics for our proposed system; different metrics are shown for each class of
pest animals.

Figure 10. Sample Results: the first row includes input images while the second row shows respective output
images.Both bounding boxes and labels are shown.

Our system enabled real-time detection of small pest animals in low-resolution video sequences. However,230

there are still some weaknesses in our system that we intend to improve in our future work. Our current model231

has only trained fr three classes of invasive pest animals including pigs, rabbits and Kangaroos. We want to232

extend it to include several species of pest animals in our future work. Another aspect that needs improvement is233

the removal of double counts as in some instances; the same animal is being counted twice. As accurate count is234

not claimed in this paper, we intend to develop some robust strategy to manage this problem in our future work.235

4. Conclusion236

In this paper, we proposed a robust and real-time detection system for identification of the potential pests237

and their and habitat from aerial thermal imaging data. Our dataset had several challenges as the size of target238

animals was not only cryptic and small, but the resolution of our cameras was also low. The aim of the project239

was to develop a robust system for identification of pest animals in consumer-level cameras. For this purpose, we240

optimised the object detection algorithm named YOLO (You Only Look Once) [27] by improving its training and241

structure for remote detection of elusive small targets. Our system, trained on the massive data collected from242
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New South Wales and Western Australia, can detect invasive species (rabbits, Kangaroos and pigs) in real-time243

with a much higher probability of detection compared to the manual detection. This work will facilitate farmers244

to monitor activities of pest animals in their farmlands.245
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