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Abstract: Nutrient regulation in aquaponic environments has been the topic of research for many 

years. Most have focused on appropriate control of nutrients in an aquaponic set-up, but very little 

research has been done on commercial scale applications. In our model, the input data was sourced 

on a weekly basis from three commercial aquaponic farms in South-East Texas over the course of a 

year. Due to limited number of data points, dimensionality reduction techniques like pair-wise cor-

relation matrix was used to remove the highly correlated predictors. Feature selection techniques 

like the XGBoost classifier and Recursive Feature Elimination with ExtraTreesClassifier were used 

to rank the features in order of their relative importance. Ammonium and calcium were found to be 

the top two nutrient predictors and based on the months in which lettuce was cultivated, the median 

of these nutrient values from the historical dataset served as the optimal concentrations to be main-

tained in the aquaponic solution. To accomplish this, Vernier sensors were used to measure the 

nutrient values and actuator systems were built to dispense the appropriate nutrient into the eco-

system via a closed loop. 

Keywords: aquaponic; pair-wise correlation matrix; XGBoost; Recursive Feature Elimination; Ex-
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1. Introduction 

The system of aquaponics involves the adaptation of hydroponics and aquaculture 

in a combined set-up which can go on to eliminate the food scarcity and environmental 

crisis that the world faces today [1][2]. Due to rapid industrialization and large-scale glob-

alization, the economic and social aspects of the varieties of food products emerging from 

aquaponics has been of great interest as research studies go on to show that it is possible 

to achieve a ten-fold increase in production without the use of harmful chemicals or pes-

ticides, while using only 2-10% of the water used in traditional agricultural techniques [3] 

[4] [5]. Although there have been many studies over the last three decades on growing 

plants in aquaponic set-ups, none of them have focused specifically on determining the 

important nutrients which need to be monitored and controlled depending on the season 

in which the crop was cultivated. 

There have been numerous studies in which different IoT systems have been imple-

mented in small laboratory set-ups for optimal growth of plants in hydroponic and aqua-

ponic environments. In [6], Valiente et. al. have constructed a system to monitor the pH 

level and water temperature for growing Nile Tilapia and Romaine Lettuce, and 
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constructed an actuation system to maintain the pH level between 6.2 to 7.5, and water 

temperature between 27°� and 30°� to ensure optimal growth. In [7], Yanes et. al. did a 

review study on IoT and smart systems for monitoring and regulating nitrite concentra-

tions, electroconductivity, Dissolved Oxygen and hardness in the aquaponic solution to 

ensure a viable commercial model that can be implemented in small-scale semi-automated 

systems. In [8], Mahanta et. al. did a comprehensive comparative study on the growth of 

soybeans in hydroponic solution by applying different concentrations of plasma activated 

water at varying voltages and time intervals to the seeds to minimize heavy metal uptake 

and ensure better yield. In [9] [10] [11] and [12], the process of sensing and controlling the 

general parameters of the aquaponic solution like pH and water temperature for growing 

lettuce and other greens were carried out using different cloud-based approaches. How-

ever, very little has been done to formulate data-driven approaches to regulate the im-

portant nutrients for growing fish and plants which serves as the main motivation behind 

this paper. 

One of the major problems that one faces while designing an intelligent system for 

nutrient regulation in aquaponic systems is lack of data. For this, different synthetic data 

generation techniques have been used. In [13], Soltana et al. used an iterative approach to 

generate data samples that meets desired statistical distribution, without taking into ac-

count the logical constraints, and later tweaking them to fix any violations. In [14], Ander-

son et al. proposed the generation of synthetic data for IoT devices which included ex-

tracting the structure of XML files and characterizing the values within the dataset. In [15], 

Alzantot et al. presented a deep learning based architecture for synthesizing sensory data 

named Sensegen which comprised of a LSTM network and a MDN in the first step fol-

lowed by a LSTM network based discriminator to differentiate between real and gener-

ated synthetic data. Similarly, in [16], Dahmen et al. presented a ML-based synthetic data 

generation technique named SynSys which comprises of nested sequences using Markov 

models and regression models which are trained on real data. Similarly, in [17] [18] and 

[19], the concept of synthetic data generation using Monte-Carlo approaches have been 

stressed on by generating mean and covariance matrix between the classes. 

The other problem which is generally faced while using small datasets is selection of 

relevant features from the dataset. In [20], Chandrashekar et al. conducted a survey of the 

feature selection methods which included preprocessing of the training data using PCA 

and FFT, selection of appropriate features using different filter, wrapper and embedded 

methods and in the end, carrying out classification using RBF, SVM and ANN classifiers. 

In [21], Kira et al. focused on empirical test results in two artificial domains using LED 

Display domain and the Parity domain both with and without noise with a goal to opti-

mize learning and improve quality. In [22], Li et al. proposed feature selection algorithms 

on conventional data by using similarity-based, information-theoretical-based, sparse-

learning-based and statistical-based methods. In [23] and [24], the concept of correlation 

matrix to eliminate the highly correlated predictors was elaborated upon. In [25], an en-

semble of various ML algorithms namely Decision Trees, Random Forest, ExtraTreesClas-

sifier, MLP and SVM were used to generate Histogram of Oriented Gradients (HOG) fea-

tures required for feature extraction. Similarly, in [26], Shafique et al. did a comparative 

study of different classification algorithms and ended up with a 90% accuracy score in 

detecting cardiovascular diseases using ExtraTreesClassifier. In [27] [28] [29] and [30], an-

other important feature selection technique called as XGBoost classifier has been imple-

mented in healthcare to generate feature importance and reduce the size of the datasets 

resulting in improved classification accuracy. 

Finally, after selecting the appropriate nutrients to be regulated in an aquaponic sys-

tem, sensing and maintaining these parameters at a desired level using an automated sys-

tem is of utmost importance. In [31], Rau et al. proposed a smart irrigation system consist-

ing of a DHT11 temperature and humidity sensor, and a Raspberry Pi to regularly monitor 

the weather conditions using an Android application for growing rice. Similarly, in [32], 

Zhang et al. proposed the use of sensors to measure air temperature, air humidity, soil 

temperature and soil humidity to monitor the growth of Chinese citrus in real-time 
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environments using Zigbee technology. In [33], Yimwadsana et al. proposed an IoT con-

trolled system for plant growth consisting of sensors to measure air, light intensity and 

soil moisture, a dashboard to visualize the collected data and actuator modules consisting 

of relays, motor gear and water pump controlled by microcontrollers. In [34], Chaudhary 

et al. proposed a system consisting of a wireless sensor network to monitor and control 

the environmental parameters in a greenhouse. Similar to the above, in [35], Jaiswal et al. 

constructed a system to measure the parameters stated above in a greenhouse, controlling 

them through a Raspberry Pi module and displaying the data on a ThingSpeak cloud plat-

form. Our research measures and regulates the important macronutrients which are de-

termined from data-driven approaches rather than regulating the chemical properties of 

the aquaponic solution like pH, conductivity, or the environmental parameters of the 

greenhouse. 

2. Methodology 

The dataset used in our case was recorded over the course of a year from three aqua-

ponic facilities in South-East Texas: Aquatic Greens Farm (Bryan), Wolff Family Farms 

(Caldwell) and Texas US Farms (Grimes). From the Aquatic Greens Farm, three samples 

were collected weekly (one from the tank which bred goldfish, other from the tank which 

bred tilapia and one from the greenhouse where lettuce was grown). From the Wolff Fam-

ily Farms, two samples were collected weekly (one from the tank which bred Nile Tilapia 

and other from the main greenhouse where collard greens, jalapeno peppers and lettuce 

was grown). From the Texas US Farms, three samples were collected weekly (one from 

the main growth tank which was used to breed tilapia and shrimp, one from the green-

house which was used to grow lettuce and kale greens, and the other from the tank which 

was used to breed seedlings before placing them in the main plant bed). After collecting 

the samples, these were sent to the Soil, Forage and Water Testing Laboratory at Texas 

A&M University, USA to determine the major nutrients in the aquaponic solution. A set 

up of the fish tank and the main plant bed which was used for growing lettuce has been 

shown in Figure 1. 
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1(b) 

Figure 1. a) and 1(b). A set-up of the plant bed which was used for producing lettuce and other 

greens, and a set-up of the fish tanks which served as a nutrient source for these plants in Texas US 

Farms, Grimes, TX. 

1(a) 
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2.1. Analysis of the Dataset 

The dataset which was used for analysis in our case had a total of 211 observations 

and 12 predictors. The predictors consisted of the concentrations of calcium, magnesium, 

sodium, potassium, boron, carbonate, bicarbonate, sulfate, chloride, nitrate, ammonium 

and potassium (all of these measured in ppm). The month in which the observations were 

recorded was used as the class variable, i.e. the Winter and Spring months from Novem-

ber to March in which plants were cultivated were coded as 1, and the Summer and Fall 

months from April to October were coded as 0 respectively. The predictor which stored 

the carbonate concentration in ppm was dropped from the dataset before carrying out any 

preliminary analysis as the variance of the variable was zero throughout. 

 

2.2. Generation of Synthetic Data 

As the dataset was too small to make inferences on, it was an important measure to 

generate synthetic data before applying any data-driven approach. The dataset at hand 

had 107 observations belonging to Class 0 and 104 observations belonging to Class 1. 

Therefore, it was decided to use the concept of generation of mean and covariance matrix 

between and among the classes using two variations of Monte-Carlo (MC) approaches to 

generate synthetic data which was used for carrying out inferences. Both approaches have 

been highlighted in the next section of the paper. 

   

2.3. Feature Selection 

Before constructing an IoT system for sensing and regulating the nutrient parameters 

in a feedback loop, it is important to select the most important parameters to scale down 

the cost of the system. For this, three methods were used in a pipeline for reducing the 

dimensionality of the dataset and has been depicted in Figure 2 below. A pairwise corre-

lation matrix was used to find out the correlation between the predictors, followed by 

XGBoost classifier to find out the F-scores for each of them, and finally, ExtraTreesClassi-

fier with Recursive Feature Elimination to find out the two most important nutrients for 

which the IoT based control system was set up. 

 

Figure 2. Feature Selection Pipeline for choice of appropriate nutrient predictors. 

 

2.4. IoT System for Nutrient Regulation 

In order to build the IoT system for regulating nutrients, we divided the entire system 

into three parts namely (a) the sensor subsystem, (b) the feedback loop and (c) the actuator 

system. The sensor subsystem consists of two sensors, manufactured by Vernier, to meas-

ure the important nutrients, and output the data to the Raspberry Pi through USB. Each 

sensor sampled the water 5 times before outputting an average of the results to the feed-

back loop. The data gathered will be in parts per million (ppm).  
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To properly measure and regulate the nutrient levels within the entire system, a feed-

back loop is used to continually monitor the environment. It connects to both the sensor 

system and actuator system to retrieve current nutrient amounts and be able to release 

more if needed. The feedback loop works by taking readings from the Vernier sensors and 

averaging them 10 times to use as the current nutrient level. If the measured levels remain 

below the targeted nutrient levels, the actuator system will receive a signal through the 

GPIO pins of the Raspberry Pi to run one cycle of nutrient release. 

The actuator subsystem in our case consists of a PIC microcontroller, 12V tolerance 

motor modules, and two 12V stepper motors to dispense the nutrients. The stepper mo-

tors are connected to the motor modules which supply the motors with 12V as well as the 

signals to rotate the dispensing portion. The motor modules are then connected to the PIC 

microcontroller, which determines the rotational direction of the motor and the speed of 

rotation. The motors will only activate when the PIC microcontroller receives a bit signal 

from the Raspberry Pi to indicate when more nutrients are needed. 

3. Results 

After removing the carbonate values due to zero variance in the dataset, we pro-

ceeded with synthetic data generation using Monte-Carlo approaches. We did not stand-

ardize or normalize the data as all the predictors were distributed normally. A total of 

2,675 data points were generated for each class using a variation of Monte-Carlo technique 

in which a separate mean and covariance matrix was produced for each class. Similarly, 

5,350 synthetic data points were generated, sharing the mean and covariance matrix be-

tween the classes. This resulted in a total of 10,700 observations with 12 predictors, which 

were then used for further analysis. 

As mentioned in the section above, a pipeline of feature selection techniques was 

applied to the dataset to select the top two nutrients. At first, a pair-wise correlation matrix 

was generated between the predictors and is mentioned in Figure 3. 
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Figure 3. Pair-wise Correlation Matrix among all the nutrient predictors in the dataset. 

From Figure 3, it can be inferred that the pair-wise correlation between the predictors 

is not greater than 0.05. Therefore, it was decided to proceed with the entire dataset with-

out eliminating any predictors. Further, the XGBoost algorithm was used to generate F-

scores for each predictor, shown in Figure 4. 

 

 

Figure 4. F-Score of each predictor generated by the XGBoost algorithm. 
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Figure 4 shows that the feature importance of sulfate is the highest as the F-score 

generated by the XGBoost algorithm is around 375. This was followed by the feature im-

portance of calcium, sodium, chloride, bicarbonate and potassium with values ranging 

between 325 and 375. The rest of the nutrient predictors were excluded from our analysis 

before proceeding to the third step of the feature selection pipeline. 

The final step in the feature selection process is applying the ExtraTreesClassifier 

with Recursive Feature Elimination on the trimmed dataset to generate feature im-

portance, shown in Figure 5. 

 

 

Figure 5. Feature Importance of each predictor generated by the ExtraTreesClassifier. 

The ExtraTreesClassifier revealed that the feature importance values of ammonium 

and calcium were 52% and 16%, respectively, making up 68% of the total feature impor-

tances in the dataset. Next, the main focus was to automate the sensing and actuation of 

these nutrients using a feedback loop. As discussed above, two Vernier sensors were used 

to measure ammonium and calcium, and two actuator modules were designed to release 

these nutrients if they fall below the recommended concentrations. A model set-up of the 

sensing, actuation and feedback unit is shown in Figure 6. 
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                                                                  6(a) 

 
6(b) 
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6(c) 

 
6(d) 

Figure 6. a), 6(b), 6(c), 6(d). A set-up of the Vernier sensors to measure calcium and ammonium, a 

set-up of the motor control units to control the actuators, a set up of the actuator modules to release 

the nutrients, and a feedback loop connecting the sensor and actuator modules. 

From Figure 6, it can be inferred that the output of the ML model is 0 or 1 which 

states the month in which the observations were recorded and has a set of recommended 

levels of nutrients that need to be maintained in the aquaponic solution. For each 
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recommendation value stated in the table, the median of the nutrient values from the his-

torical dataset per class was chosen as the concentration that should be maintained in the 

aquaponic solution. The recommendation system used here has been discussed in detail 

in Table 1. 

 

Table 1. The Recommendation System for Nutrient Regulation in Aquaponic Environments. 

Sl. 

No. 

Class Name Calcium Concentration 

(ppm) 

Ammonium Concentration 

(ppm) 

1 0 (April to October) 32 1.82 

2 1 (November to 

March) 

27 1.55 

 

4. Discussion 

The main motivation behind developing this approach is to build a recommendation 

system with real-time sensing and actuation units to regulate nutrient levels in the aqua-

ponic solution for optimal growth of fish and crop plants in a single set-up. In order to 

achieve this, the pre-recorded observations from the historical dataset were used to design 

the approach and a set of rules were prescribed for both the classes. 

This is the first of its kind where IoT systems were combined with Machine Learning 

for optimizing nutrient supply in aquaponic solutions. The major advantage of a data-

driven IoT system compared to a traditional aquaponic system is cost savings through 

improved yield and quality of produce via the integration of AI. This in turn significantly 

increases the profits generated from the aquaponic operations. Another solution provided 

in this research is the reduction in the amount of nutrients supplied for plant growth. In 

many of the earlier aquaponic studies, excess phosphorus accumulation due to unregu-

lated use of fertilizers has resulted in eutrophication, leading to algal growth and a steep 

decline in fish populations [36]. The nutrient accumulation problem has been addressed 

in this research through IoT-based nutrient optimization.  

For the observations to which the month class is 0, cultivation occurs during the dry 

and hot summers of Texas. During these months, the fish in the aquaponic set-up grew 

from fries to the adult stage. As ammonium is a byproduct formed from protein metabo-

lism, they are excreted in high amounts during these months [37] [38]. Since high ammo-

nium concentrations are toxic to fish, it is important to restrict ammonia to a maximum 

level of 1.82 ppm. On the other hand, ammonium is a source of nitrogen for plants [39], 

resulting in higher yields, though greater than optimal levels can also be injurious to crop 

growth. For the observations to which the month class is 1, cultivation is done during the 

cold winter months. During this period, the fish growth is minimal, and in turn the 

amount of ammonium released in water is comparatively low. The concentration of am-

monium during the winter months can be restricted to 1.55 ppm, which is sufficient for 

plant growth and is also a safe limit for sustainable fish growth in commercial set-ups. 

Most of the fish grown during the summer months in aquaponic set-ups in Texas are 

warm-water fish species. As mentioned above, calcium is an important element required 

for normal growth and reproduction of fish species [40]. Calcium levels need to be main-

tained at 32 ppm during these months, which allows for maintenance of water hardness 

between 75 and 125 ppm, while still safe for plant growth. Calcium concentrations beyond 

this level can cause tip burn in lettuce plants. During the winter months, plant growth is 

considerably slower and excess levels of carbonates or bicarbonates can be toxic to plants 
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[41]. Therefore, the recommended level of calcium in the aquaponic solution was 27 ppm, 

which was sufficient to sustain fish growth without injuring the winter crops. 

This study specifically addresses the optimization of the top two nutrients (ammo-

nium and calcium), which should be regulated depending on the month in which the 

plants and fish are grown in a closed-loop control aquaponic set up. As ammonium is a 

key factor in controlling the pH and TDS of the solution, regulating the ammonium con-

centration addresses most of the issues which may occur due to TDS imbalance in the 

solution [42][43]. On the other hand, the concentration of calcium plays an important role 

in determining the hardness of the solution. Therefore, regulating both of these nutrients 

through an IoT based sensing and actuation system ensures that pH is adequately regu-

lated for promoting optimal growth and yield of both fish and crop plants in a single set-

up. 

As the entire data on which our model was trained to build an AI-based approach 

was recorded from aquaponic farms located in Texas, the IoT system developed here can-

not be used directly in places that are extremely harsh or cold. The important features 

determined by our dimensionality reduction techniques are bound to change in those con-

ditions due to high variance expected in the dataset. However, this study provides a gen-

eral approach that can be adapted to a range of environments and aquaponics settings 

with adequate modifications. Future research should investigate the effectiveness of the 

IoT approach for optimizing nutrient supply in extreme climatic conditions and diverse 

management scenarios. 

5. Conclusions: 

Using the dataset recorded from three aquaponic farms in South-East Texas, the two 

most important predictors identified from the existing design, after generating synthetic 

data and carrying out dimensionality reduction, were the concentrations of calcium and 

ammonium. These two nutrients were regulated using an IoT based sensing and actuation 

system in a closed loop set up. The tests were carried out for the cycle of 21 days to grow 

Romaine Lettuce and were verified experimentally as to how the proposed recommenda-

tions positively impacted plant and fish growth in a single system. The size and yield of 

the lettuce was compared to the ones grown in unregulated aquaponic solution and the 

yield showed significant increase in size with some of them being as large as 40 to 45 

inches in diameter. The cost involved in regulating nutrient parameters compared to tra-

ditional aquaponic environments also decreased by more than 75%. 

6. Future Work: 

In the future, a cloud database can be set up to host the Machine Learning model and 

store data dynamically. The size of the sensing and actuation modules described above 

can be scaled up to regulate more macronutrients and heavy metals to build a compre-

hensive unit to be installed at commercial setups. The data collected in our case to generate 

the AI-based approach was collected from three aquaponic farms in Texas where the ter-

rain is mostly plain. More data can be added in the future from diverse geographical lo-

cations with more variable weather conditions to improve the robustness of the model. 
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