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Abstract

Generative large language models (LLMs), e.g.,
ChatGPT, have demonstrated remarkable pro-
ficiency across several NLP tasks such as ma-
chine translation, question answering, text sum-
marization, and natural language understand-
ing. Recent research (Kocmi and Federmann,
2023) has shown that utilizing ChatGPT for
assessing the quality of machine translation
(MT) achieves state-of-the-art performance at
the system level but performs poorly at the seg-
ment level. To further improve the performance
of LLMs on MT quality assessment, we con-
ducted an investigation into several prompting
methods. Our results indicate that by com-
bining Chain-of-Thoughts (Wei et al., 2022)
and Error Analysis (Lu et al., 2022), a new
prompting method called Error Analysis
Prompting, LLMs like ChatGPT can generate
human-like MT evaluations at both the system
and segment level. Additionally, we discovered
some limitations of ChatGPT as an MT evalua-
tor, such as unstable scoring and biases when
provided with multiple translations in a single
query. Our findings aim to provide a prelim-
inary experience for appropriately evaluating
translation quality on ChatGPT while offering
a variety of tricks in designing prompts for in-
context learning. We anticipate that this report
will shed new light on advancing the field of
translation evaluation with LLMs by enhancing
both the accuracy and reliability of metrics.

1 Introduction

Large language models (LLMs), especially Gener-
ative Pre-trained Transformer (GPT) models (Rad-
ford et al., 2019; Brown et al., 2020), have shown
remarkable performance in various natural lan-
guage processing (NLP) tasks. Recently, Open
AI developed ChatGPT, an interactive chatbot built
upon InstructGPT (Ouyang et al., 2022), which has
captured the attention of researchers in the NLP
community (Qin et al., 2023; Zhong et al., 2023).
This chatbot is capable of integrating multiple NLP

tasks and can generate detailed and comprehen-
sive responses to human inquiries. Additionally, it
can respond appropriately to follow-up questions
and maintain sensitivity throughout several turns
of conversation.

Previous research has demonstrated that Chat-
GPT can perform as well as or even better than
other LLMs in machine translation task (Hendy
et al., 2023). However, it remains uncertain
whether ChatGPT can be used as a metric to evalu-
ate the quality of translations. If ChatGPT is suit-
able for this task, then, how to develop appropriate
prompts that can make ChatGPT generate reliable
evaluations? Concurrent to our work, Kocmi and
Federmann (2023) present an encouraging finding
that LLMs, e.g., ChatGPT, could outperform cur-
rent best MT metrics at the system level quality
assessment with zero-shot standard prompting, but
such kind of prompts show unreliable performance
at the segment level.

In this work, we take the further step by care-
fully investigating the current advanced few-shot
prompting strategies upon ChatGPT for MT quality
assessment, and propose a novel prompting strat-
egy – Error Analysis (EA) Prompting, combining
the Chain-of-Thought (CoT, Wei et al. (2022)) and
Error Analysis (EA, Lu et al. (2022)). We give
an example of this prompt in Figure 1. The idea
is to prompt ChatGPT to generate a human-like
evaluation like MQM (Freitag et al., 2021) by ❶

identifying major and minor errors, and ❷ scoring
the translations according to the severity of these
errors. In addition, we also explore the potential
of ChatGPT compared with modern neural metrics
like COMET (Rei et al., 2020), BERTScore (Zhang
et al., 2020) and BLEURT (Sellam et al., 2020).

Our experiments and analyses illustrate that:

Our proposed EA Prompting outperforms
standard prompting (Kocmi and Federmann,
2023) at the segment level, achieving human-

Disclaimer/Publisher’s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and 
contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting 
from any ideas, methods, instructions, or products referred to in the content.

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 14 March 2023                   doi:10.20944/preprints202303.0255.v1

©  2023 by the author(s). Distributed under a Creative Commons CC BY license.

https://github.com/Coldmist-Lu/ErrorAnalysis_Prompt
https://doi.org/10.20944/preprints202303.0255.v1
http://creativecommons.org/licenses/by/4.0/


Q: Source : 迈克去书店。
Reference : Mike goes to the bookstore.

Translation : Jerry went bookstore happily.

Based on the given source and reference, identify the major and minor errors in this 

translation. Note that Major errors refer to actual translation or grammatical errors, 

and Minor errors refer to smaller imperfections, and purely subjective opinions about 

the translation.

A: Major errors: (1) “Jerry” – Mistranslation (2) “happily” – Addition

Minor errors: (1) “went” – Grammar (2) “the” – Omission

Q: Source : 猫在垫子上。
Reference : The cat is on the mat.

Translation : The mat sat on the mat.

Based on the given source and reference, identify the major and minor errors in this 

translation. Note that Major errors refer to actual translation or grammatical errors, 

and Minor errors refer to smaller imperfections, and purely subjective opinions about 

the translation.

A: Major errors: (1) “mat” – Mistranslation (2): “sat” – Verb tense and agreement error

Minor errors: None

Q: Count the number of major and minor errors identified in your last response and 

compute the final score for this translation. 

Deduct 5 points for each major error. Deduct 1 point for each minor error. If the 

translation has no errors, its score will be 0.

A: There are 2 major errors in the translation. Therefore, 10 points will be deducted (2 
errors × 5 points each). There are no minor errors in the translation. Hence, the final 

score for this translation will be -10.

Q: Source : 迈克去书店。
Reference : Mike goes to the bookstore.

Translation : Jerry went to bookstore happily.

Please act as a translation evaluation metric 

that scores a translation between 0 to 100 

based on the source and reference. Do not 

use existing metrics.

A: 30. 

Q: Source : 猫在垫子上。
Reference : The cat is on the mat.

Translation : The mat sat on the mat.

Please act as a translation evaluation metric 

that scores a translation between 0 to 100 

based on the source and reference. Do not 

use existing metrics.

A: 40. 

Identify Score

Error Analysis Strategy

Standard Prompting Error Analysis Prompting

Test Sample

In-context Example

Instruction: Identify Errors

Instruction: Score Translation

Human-Like Evaluation

Direct Assessment

Figure 1: An comparative overview between Standard Prompting and our proposed Error Analysis Prompting in
assessing the MT quality with ChatGPT.

like evaluations at both the system level and
segment level.

When designing prompts, itemized responses
are better than lengthy and detailed explana-
tions of errors. Moreover, splitting the instruc-
tion into two identifying errors and scoring
translation can improve evaluation stability.

The boosted performance from EA prompt-
ing is observed in the zero-shot scenario on
text-davinci-003 rather than in the few-
shot scenario, which indicates that we need to
adjust our settings when utilizing other GPT
models.

Despite its good performance, we show that
ChatGPT is NOT a stable evaluator and may
score the same translation differently.

It is NOT advisable to combine multiple trans-
lations into a single query input, as ChatGPT
has a preference for former translations.

The remainder of this report is designed as fol-
lows. We present the evaluation settings and com-
parative results in Section 2. In Section 3, we high-
light several potential issues that researchers should
be aware of when using ChatGPT as a translation
evaluator. Conclusions are described in Section 4.

2 ChatGPT As An Evaluation Metric

2.1 Experiment Setup

Dataset We utilize the testset from the WMT20
Metric shared task in two language pairs: Zh-En
and En-De. To ensure the reliability of our ex-
periment, for each language pair, we divide the
segments into four groups based on the number of
tokens they contain (15-24, 25-34, 35-44, 45-54).
We randomly sample 10 segments from each group
and form a new dataset containing 40 segments.
Details are shown in Table 1.

Human Evaluation Human evaluation of trans-
lated texts is widely considered to be the gold stan-
dard in evaluating metrics. We use a high-quality
human evaluation dataset Multi-dimensional Qual-
ity Metrics (MQM, Freitag et al. (2021)) as human
judgments. This dataset is annotated by human ex-
perts and has been widely adopted in recent trans-
lation evaluation (Freitag et al., 2022) and quality
estimation tasks (Zerva et al., 2022) in WMT.

Meta Evaluation We utilize the accuracy of pair-
wise system-ranking (Kocmi et al., 2021) for the
system level comparison. At the segment level, we
follow Freitag et al. (2022) to adopt the average
of three types of Kendall correlation. Specifically,
these values are computed by flattening the scores

Preprints (www.preprints.org)  |  NOT PEER-REVIEWED  |  Posted: 14 March 2023                   doi:10.20944/preprints202303.0255.v1

https://doi.org/10.20944/preprints202303.0255.v1


Language Pair Segments Systems Systems Selected

En-De 40 7 Tohoku-AIP-NTT, OPPO, eTranslation, Tencent_Translation, Hu-
oshan_Translate, Online-B, Online-A

Zh-En 40 8 Huoshan_Translate, WeChat_AI, Tencent_Translation, OPPO,
THUNLP, DeepMind, DiDi_NLP, Online-B

Table 1: Statistics of testset. Source, reference texts, and translations are from the WMT20 metrics shared task.

Metrics En-De Zh-En

System(%) Segment(%) System(%) Segment(%)

BLEU (Papineni et al., 2002) 71.43 3.55 21.43 14.71
BERTscore (Zhang et al., 2020) 76.19 12.30 25.00 26.75
BLEURT (Sellam et al., 2020) 76.19 33.44 57.14 32.76
COMET (Rei et al., 2020) 71.43 33.47 50.00 38.97

text-davinci-003 42.86 11.86 53.57 23.08
ChatGPT-EA 76.19 26.40 60.71 36.73

Table 2: The system and segment level results of metrics using pairwise accuracy (%) and Kendall correlation (%)
with human-annotated MQM scores. The best results are bold.

into a single vector and calculating the average
correlations over systems, or over segments.

Baseline We compare LLMs with several com-
monly used baseline metrics for MT evaluation.
BLEU (Papineni et al., 2002) is the most popu-
lar metric that compares the n-gram overlap of
the translation with human reference, but it has
been criticized for not capturing the full semantic
meaning of the translation (Freitag et al., 2022).
BERTScore (Zhang et al., 2020) is a neural metric
that relies on pre-trained models to compute the
semantic similarity with the reference. BLEURT
(Sellam et al., 2020) and COMET (Rei et al., 2020)
are supervised neural metrics that leverage human
judgments to train. They have shown a high corre-
lation with human judgments.

Large Language Models We test the evaluation
capability on ChatGPT using the default model of
ChatGPT-plus, and compare it with text-davinci-
003, a base model of ChatGPT.

2.2 ChatGPT as a metric attains SOTA
performance at the system level

Table 2 presents the performance of LLMs com-
pared with other baseline metrics. We report the
best-performing setting, where LLMs with EA
prompting. We can see that:

• at the system level, ChatGPT achieves SOTA

Standard EA Zero-shot EA
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Figure 2: The segment level comparison between
ChatGPT and text-davinci-003 with standard prompt-
ing ("Standard"), in-context error analysis prompting
("EA"), and zero-shot error analysis prompting ("zero-
shot EA").

performance compared with existing evalua-
tion metrics for both language pairs. How-
ever, text-davinci-003 obtains inferior results
compared with other metrics. Our results are
consistent with the findings of Kocmi and Fe-
dermann (2023), who tested the performance
of large language models on full test set of the
WMT22 metric task.
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Instruction Response Separation Score - Segment#38 Total

Standard EA Detailed Itemized sys1 sys2 sys3 sys4 sys5 sys6 sys7 sys8

✓ ✓ - -3 -2 0 -3 -1 -3 -1 -2 -15
✓ ✓ - -3 -3 -2 0 -2 -2 -3 -2 -17

✓ ✓ ✗ -1 -1 -3 -1 -1 0 -1 -2 -10
✓ ✓ ✓ -2 -2 -2 -3 -1 -2 -2 -2 -16
✓ ✓ ✗ -5 -5 -3 -4 -5 -4 -4 -3 -28
✓ ✓ ✓ -4 -4 -3 -6 -3 -4 -4 -3 -26

Table 3: Comparison of the segment level scores of ChatGPT for different variants of in-context prompts. We
divide the instructions into two categories: standard and error analysis ("EA"). The response template can either be
itemized or detailed. As for the error analysis instruction, it can be separated into two queries (one for identifying
errors and another for scoring) or combined into a single query.

• ChatGPT and text-davinci-003 lag behind
state-of-the-art metrics for En-De at the seg-
ment level. For Zh-En, while text-davinci-
003 remains suboptimal, ChatGPT with EA
prompting exhibits superior performance rela-
tive to all other metrics, with the exception of
COMET.

2.3 Error analysis prompting with ChatGPT
is better than standard prompting at the
segment level

To improve the segment level evaluation capabili-
ties of ChatGPT, we combine the idea of Chain-of-
Thought (Wei et al., 2022) and Error Analysis (Lu
et al., 2022). Chain-of-Thought has been success-
fully applied in complex reasoning tasks, which
encourages the LLM to break down the task into a
series of reasoning steps, allowing it to better un-
derstand the context and formulate a more accurate
response. Error analysis strategy (Lu et al., 2022)
aims to generate human-like evaluation by incor-
porating human evaluation framework, e.g. MQM
(Freitag et al., 2021), into existing metrics to obtain
better discriminating ability for errors, e.g., lexical
choice (Ding et al., 2021a) or adequacy (Popović,
2020) errors. Specifically, we instruct ChatGPT to
identify major and minor errors in the translation,
and then enable ChatGPT to score the translation
based on the severity of errors.

Figure 2 compares the segment level results be-
tween different prompting strategies. Prompting
ChatGPT with error analysis can benefit transla-
tion evaluation between segments by improving
Kendall correlation by a large margin (26.01 vs
36.73). However, simply replacing prompting in-
struction from scoring with zero-shot EA will even
damage the performance, since identifying errors
without samples will make ChatGPT become more

unstable. This also highlights the importance of
prompting with in-context examples.

Moreover, on text-davinci-003, the improve-
ments from EA prompting are shown in the zero-
shot scenario ("zero-shot EA"). The reason for this
may be that while text-davinci-003 is capable of
detecting errors when prompted with explicit in-
structions for error analysis, it may face challenges
in fully comprehending the task of error analysis
when presented with in-context examples. Com-
pared with text-davinci-003, ChatGPT has been
trained using reinforcement learning through hu-
man feedback and conversational tuning, which
enables it to generalize to error analysis through
in-context examples.

2.4 Error analysis prompting empowers
ChatGPT to produce human-like
evaluations

Given the crucial significance of the prompt design,
we explore several versions of in-context prompt
contexts and present an analysis in Table 3. See
Appendix A for the prompt contexts used in our
experiment. We find that:

(i) ChatGPT becomes more adept at identify-
ing errors when instructed by error analysis.
When designing in-context examples, is it worth
designing an instruction on error analysis or simply
adopting standard scoring instruction? We find that
error analysis instructions can make ChatGPT bet-
ter understand the task of error identification in the
best setting, since more errors are identified com-
pared with standard instructions (28 vs 17 in total).
As a result, We recommend using error analysis
instructions in prompt contexts instead of standard
instruction.

(ii) Itemized template response is better than de-
tailed illustration. As shown in the "Response"
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column, providing descriptions of errors in detail
hinders ChatGPT’s ability to accurately identify
errors. For example, when using error analysis
with combined instruction, ChatGPT with itemized
response can identify more errors than detailed re-
sponse (28 vs 10 in total). It seems that lengthy
paragraphs will make it difficult for ChatGPT to
fully comprehend the details of each error, poten-
tially leading to confusion regarding the intended
task. Therefore, it is recommended to provide clear
and concise descriptions of errors in a format that
is easy for ChatGPT to process and comprehend.

(iii) Separating the scoring process from error
identification may improve the stability of Chat-
GPT. We suggest splitting the instruction of error
analysis into two queries, one for identifying errors
and the other for scoring the translation. Although
this may not cause a significant performance gain,
we observe that sometimes ChatGPT fails to deduct
points for identified errors or presents an incorrect
calculation of scores. Separating the scoring pro-
cess may be helpful, as it allows ChatGPT to focus
on one single procedure in each query, thus can
provide more accurate judgments.

3 Case Study

In this section, we list several typical issues with
the case study that should be aware of when using
ChatGPT as a translation evaluator.

3.1 ChatGPT is unstable when conducting
evaluation process

When assessing translations using ChatGPT, it is
not uncommon to observe variations in the scores
assigned to the same input. As shown in Figure 3,
we regenerate several responses with the same in-
put and obtain 3 different scores (98, 95, 100)
for the translation. The discrepancies in scores
could be attributed to the inherent randomness of
the model behind ChatGPT. Another possible rea-
son is the lack of clearly stated evaluation criteria
described in the prompt contexts. Therefore, we
suggest using specific guidelines such as the tem-
plate we propose to minimize the impact of these
variations.

3.2 ChatGPT prefers former inputs when
provided with multiple translations

An interesting phenomenon is that when multiple
translations are presented together as a single in-
put to ChatGPT for evaluation, it tends to believe

Figure 3: When evaluating the same translation three
times, ChatGPT generates similar explanations but dif-
ferent scores.

that the translations provided earlier are of higher
quality, while the quality of later translations are
relatively poorer.

Figure 4 shows an example of the attack on Chat-
GPT. We provide 8 translations along with their cor-
responding source and reference sentences. First,
we present the translations sequentially, and ask
ChatGPT to rank them according to their transla-
tion quality. ChatGPT ranks the translations as
(SYS1, SYS2, SYS4, SYS5, SYS3, SYS6, SYS7,
SYS8), with SYS1 being the best translation and
SYS8 being the worst. Then, we reverse the or-
der of translations and obtain an entirely different
sequence of ranks - (SYS8, SYS7, SYS6, SYS5,
SYS4, SYS3, SYS2, SYS1), with SYS8 being the
best translation and SYS1 being the worst.

The contradictory results may be attributed to
the auto-regressive nature of the decoder model,
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Translation 8 is 

ranked as the worst

Translation 8 is 

ranked as the best

Figure 4: Comparison of providing multiple translations
in sequential or reverse order. ChatGPT tends to prefer
the former translations and generate contradictory judg-
ments.

which gives more attention to the latter input, po-
tentially leading to greater identification of errors
for the translation input later. Therefore, we rec-
ommend that researchers input one translation at a
time instead of providing multiple translations.

3.3 ChatGPT may directly adopt existing
evaluation metrics

We observe that with standard prompting, some-
times ChatGPT directly adopts existing evaluation
metrics, such as BLEU and METEOR. An example
of this behavior is in Figure 5.

However, as our objective is to examine Chat-
GPT’s inherent capacity for translation evaluation,
rather than its ability to implement pre-existing
evaluation procedures, we include an explicit in-
struction of "Do not use existing metrics" in stan-
dard prompting. This encourages ChatGPT to de-
velop its own approach to evaluating translations,
independent of existing metrics.

Figure 5: An example on ChatGPT directly adopting
BLEU to evaluate translation quality.

4 Conclusion

In this paper, we explore the potential of ChatGPT
as a metric for evaluating translations. We design a
novel in-context prompting strategy based on chain-
of-thought and error analysis, and show that this
strategy significantly improves ChatGPT’s evalua-
tion performance. We compare our approach with
other prompt designs to show the effectiveness of
error analysis. We hope the experience can ben-
efit NLP researchers in developing more reliable
promoting strategies. In section 3, we also high-
light several potential issues that researchers should
be aware of when using ChatGPT as a translation
evaluator.

In future work, we would like to experiment with
our method on more test sets and top-performed
systems (Barrault et al., 2019; Anastasopoulos
et al., 2021; Ding et al., 2021b; Kocmi et al., 2022;
Zan et al., 2022), to make our conclusion more con-
vincing. Also, it is worth exploring the reference-
free settings, i.e., quality estimation (Specia et al.,
2010; Qiu et al., 2022) evaluation performance,
with our proposed error analysis prompting. Lastly,
it will be interesting to automatically generate the
samples in our few-shot error analysis prompting
strategy.

Limitations

Since we do not have access to the ChatGPT API
till done the majority of our work, all experiments
in this paper were conducted using the interaction
screen of ChatGPT. As a result, the test set used
in this study is limited. We will conduct more
experiments in future work to further validate and
refine our current results and findings.
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A Prompt Contexts

Figure 6 compares the prompt contexts implemented in error analysis prompting with a detailed response
and combined instruction discussed in Section 2.4.

In-Context Example

Test Question

Separated Instructions         Combined Instruction

Itemized Response         Detailed Response

Based on the given source and reference,

identify the major and minor errors in this

translation. Note that Major errors refer to

actual translation or grammatical errors,

and Minor er rors refer to smal ler

imperfections, and purely subjective

opinions about the translation.

Count the number of major and minor

errors identified and compute the final

score for this translation. Deduct 5 points

for each major error. Deduct 1 point for

each minor error. If the translation has no

errors, its score will be 0.

I think the mistranslation of “subjects”

should be categorized into a major error,

and the omission in “BEIJING” should also

considered as a major error. “households

of various”, “festival” and “supervision” are

three mistranslation errors, they should be

categorized into minor errors. The

terminology, “Beijing Municipal Market

Supervision Bureau” is Inappropriate for

context, and should also be categorized

into a minor error. “BEIJING” also has a

spelling error, which is considered as a

minor error.

Here is an example template:

Q: Source: 中新网北京9月27日电 (记者 杜燕)为加强节前市场监管执法，北京市市场监管

局在国庆节前夕检查各类经营主体2000余户。
Reference: Chinanews.com Report on September 27 in Beijing (Journalist Du Yan) The

Beijing Administration for Market Regulation inspected more than 2,000 operating

entities of different types before the National Day holiday to strengthen pre-holiday

market regulation and law enforcement.

Translation: BEIJING, Sept. 27 (Reporter Du Yan) In order to strengthen market

supervision and law enforcement before the festival, the Beijing Municipal Market

Supervision Bureau inspected more than 2,000 households of various business subjects

on the eve of the National Day.

Based on the given source and reference, identify the major and minor errors in this

translation. Note that Major errors refer to actual translation or grammatical errors, and

Minor errors refer to smaller imperfections, and purely subjective opinions about the

translation.

A: Major errors:

(1)“BEIJING” – Omission

(2)“subjects” – Mistranslation

Minor errors:

(1)“households of various” – Mistranslation

(2)“festival” – Mistranslation

(3)“supervision” – Mistranslation

(4) “Beijing Municipal Market Supervision Bureau” – Inappropriate for context

(5) “BEIJING” – Spelling

Use the template above to answer the following question:

Q: Source: 当日，以“讲好中国故事，传播好中国声音”为宗旨的外宣工作创新性、基础

性平台——“中国好故事”数据库正式上线，向世界展现真实、立体、全面的中国。
Reference: On that day, the externally publicized innovative and basic platform-“The

story of China”, for the purpose of telling the story of China well and spreading the voice

of China well”, was officially on line today, to show the world a true, three-dimensional

and comprehensive China.

Translation: On that day, the "China Good Story" database, an innovative and basic

platform for outreach work with the aim of "telling a good Chinese story and

disseminating a good Chinese voice", was officially launched to show the world a real,

three-dimensional and comprehensive China.

Based on the given source and reference, identify the major and minor errors in this

translation. Note that Major errors refer to actual translation or grammatical errors, and

Minor errors refer to smaller imperfections, and purely subjective opinions about the

translation.

A:

Q: Count the number of major and minor errors identified in your last response and

compute the final score for this translation. Deduct 5 points for each major error. Deduct

1 point for each minor error. If the translation has no errors, its score will be 0.

A:

Figure 6: A comparison between our proposed error analysis prompting and other prompt contexts.
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