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Abstract: Purpose: Emotional voice conveys important social cues that demand listeners” attention
and timely processing. This event-related potential study investigated the feasibility of a multi-fea-
ture oddball paradigm to examine adult listeners’ neural responses to detecting emotional prosody
changes in non-repeating naturally spoken words. Method: Thirty-three adult listeners completed
the experiment by passively listening to the words in neutral and three alternating emotions while
watching a silent movie. Previous research documented pre-attentive change-detection electrophys-
iological responses (e.g.,, MMN, P3a) to emotions carried by fixed syllables or words. Given that the
MMN and P3a have also been shown to reflect extraction of abstract regularities over repetitive
acoustic patterns, the current study employed a multi-feature oddball paradigm to compare listen-
ers’ MMN and P3a to emotional prosody change from neutral to angry, happy, and sad emotions
delivered with hundreds of non-repeating words in a single recording session. Results: Both MMN
and P3a were successfully elicited by the emotional prosodic change over the varying linguistic
context. Angry prosody elicited the strongest MMN compared to happy and sad prosodies. Happy
prosody elicited the strongest P3a in the centro-frontal electrodes, and angry prosody elicited the
smallest P3a. Conclusions: The results demonstrated that listeners were able to extract the acoustic
patterns for each emotional prosody category over constantly changing spoken words. The findings
confirm the feasibility of the multi-feature oddball paradigm in investigating emotional speech pro-
cessing beyond simple acoustic change detection, which may potentially be applied to pediatric and
clinical populations.
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1. Introduction

Daily communication is rarely full of neutral speech. Speakers express their views
and feelings through content (i.e., what is said) as well as style (i.e., how it is said), and
listeners evaluate both to get the intended message properly. Emotional prosody is a sty-
listic vocal register that displays the speaker’s internal states by varying pitch, intensity,
stress, and temporal information (Banse & Scherer, 1996). The same sentence can take on
a different meaning by changing the tone. When the semantic content contradicts the emo-
tional prosody, listeners tend to rely more on prosody to infer the meaning (Ben-David et
al., 2016; Filippi et al., 2017; Kim & Sumner, 2017; Lin et al., 2020; Mehrabian & Wiener,
1967; Schirmer & Kotz, 2003).

To capture online processing of the important and fast-changing prosodic infor-
mation, the time-sensitive electroencephalography (EEG) method can be used. Previous
EEG studies on emotional processing focused more on the visual modality than the audi-
tory (Grossmann et al., 2005; Thierry & Roberts, 2007). Among the few event-related po-
tential (ERP) reports, which may require hundreds of trials for averaging the time-locked
EEG responses, the speech stimuli have used fixed contrasts of vowels (Carminati et al.,
2018), simple syllables (Fan et al., 2013; Hung & Cheng, 2014; Schirmer et al., 2005), or
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words (Jiang et al., 2014; Thonnessen et al., 2010; Zora et al., 2020). The experiments were
conducted with the passive-listening oddball paradigm to examine the pre-attentive neu-
ral discriminative response for change detection, which is known as the mismatch nega-
tivity (MMN) (for a review, see Nddtanen et al., 2007). In a typical MMN study, one sound
is repetitively presented 80 — 90% of the time (i.e., the Standard), and this stream of sound
is randomly interrupted by another sound presented at 10 — 20% of the time (i.e., the De-
viant). The ERPs to the Standard (e.g., a syllable with neutral voice) and Deviant (e.g., the
same syllable with happy or angry voice) are compared with the Standard ERP subtracted
from the Deviant ERP to derive the MMN response to the two sounds.

Two ERP components—the mismatch negativity (MMN) and P3a—are commonly
observed and analyzed in the difference ERPs to an emotional prosodic change in speech
(Carminati et al., 2018; Hung & Cheng, 2014; Pakarinen et al., 2014; Wambacq & Jerger,
2004; Zora et al., 2020). The MMN typically peaks at approximately 150~200 ms after the
onset of acoustic change, and it appears as a negative deflection in the difference ERPs at
centro-frontal electrodes over the scalp (e.g., Fan et al., 2013; Jiang et al., 2014; Schirmer,
Striano, et al., 2005; Thonnessen et al., 2010). The MMN amplitude tends to be larger with
perceptually more distinct Standard and Deviant stimuli, and it is interpreted as a discrim-
ination sensitivity index (Garrido et al., 2009; Naatanen et al., 2007). Following the MMN,
the P3a is a positive deflection elicited around 350 ms after the onset of acoustic change,
and it is also centro-frontally oriented (Goydke et al., 2004; Hung & Cheng, 2014; Wam-
bacq & Jerger, 2004; Zora et al., 2020). The P3a is mainly linked to cognitive evaluation of
the incoming sounds and involuntary attention to the novel auditory input (Escera et al.,
2000; Escera et al., 1998; Escera et al., 2001; Naatanen et al., 2007; Polich, 2007). It has been
found to be correlated with cognitive and psychosocial functioning measures (Light et al.,
2007) and especially sensitive to emotional prosodic information (Carminati et al., 2018;
Pakarinen et al., 2014). Zora et al. (2020) measured listeners’ P3a to both emotional pros-
ody and linguistic prosody (i.e., word stress) and showed that the P3a amplitudes were
stronger to the emotional prosody than non-emotional prosody, which suggests that the
elicitation of P3a is more sensitive to affective salience of the auditory context, not just
acoustic-level difference in any type of prosodic information.

Previous ERP research has typically tested only two emotional prosodies (one Stand-
ard and one Deviant) in an oddball experiment. A systematic assessment of neural sensi-
tivities to multiple vocal emotional categories has rarely been examined in a single record-
ing session (except Carminati et al., 2018). Furthermore, researchers have raised concerns
that emotional prosodies in previous studies were delivered through a small number of
fixed syllables or words, limiting the generalization of natural emotional voice processing
at the neural level (Zora et al., 2020). Even though the MMN was initially linked to low-
level acoustic processing, studies have shown stronger MMN amplitudes to prosodic
changes in real words than pseudowords (Fan et al., 2013; Zora et al., 2020), indicating
higher-level influences of cognitive processing of emotions within the linguistic context.
To date, studies have successfully recorded MMNs to emotional prosodic changes from
neutral to happy, fearful, or angry, demonstrating that the MMN can be a reliable neuro-
physiological measure to examine listeners’ neural sensitivity to affective prosodic cate-
gories over relatively simple fixed speech stimuli.

To investigate the pre-attentive neural discriminative responses to multiple emo-
tional categories, we resorted to the multi-feature oddball paradigm (or optimal para-
digm, Néatanen et al., 2004; Pakarinen et al., 2009). In a typical implementation, the multi-
feature oddball paradigm limits the presentation of the Standard sound to 50% and allows
different types of Deviants to equally take up the rest of the 50% sound presentation. As a
trade-off, the differences among ERPs elicited by multiple deviants can sometimes be sub-
tle and require a more sophisticated statistical modeling approach. To our knowledge,
previous research has not employed the multi-feature oddball paradigm to examine
MMN and P3a responses to emotional prosody change detection over non-repeating real
words (only one study with 14 pseudo-words, Thonnessen et al., 2010). It remains unclear
whether the listeners can automatically extract the acoustic patterns for different
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emotional prosodic categories across varying spoken words, which reflects a higher level
of perceptual processing that better resembles the challenging listening environment in
real life. The use of different spoken words as opposed to fixed repeated syllables (e.g.,
Hung & Cheng, 2014; Schirmer & Escoffier, 2010; Schirmer et al., 2005) or limited numbers
of pseudowords (e.g., Frithholz et al., 2011) enforces listeners to extract paralinguistic cat-
egory across varying lexical item contents. Even though the non-repeating word sequence
created a complex acoustic context, we hypothesized that listeners would still be able to
show MMN and P3a responses by building their auditory memory trace based on the
emotional prosodic categories analogous to a previous MMN study demonstrating ab-
stract lexical tone extraction from different vowels with 30 levels of intensity and pitch
variations (Wang et al., 2012). Successful establishment of the protocol for emotional pros-
ody research can provide the basis for further tests involving populations such as infants
and children, who have relatively short attention span, to examine their ability to extract
abstract regularities for multiple emotional prosody categories within one EEG recording
session.

2. Material and methods
2.1. Participants

The participants were 33 monolingual native speakers of American English studying
at the University of Minnesota. All participants (female =22, male =11) were right-handed
(self-reported), aged between 18 and 28 (mean =20.5), and without hearing- and language-
related problems. They all had normal or corrected-to-normal vision. All participants de-
nied any neurological disorders or significant health conditions that may impact their
completion of this research study. The experimental protocol was approved by the Insti-
tutional Review Board at the University of Minnesota (Approval number:
STUDY00004594) . Participants signed the informed consents before the experiment, and
each received $10 upon completion.

2.2. Stimuli

All speech stimuli were taken from the Toronto Emotional Speech Set (TESS, Dupuis
& Pichora-Fuller, 2010), which includes 200 monosyllabic phonetically balanced words
(Northwestern University Auditory Test No. 6, NU-6; Tillman & Carhart, 1966) as listed
in Appendix A. Each of the 200 words was spoken in neutral, happy, sad, and angry voices
by a young female speaker, yielding a total of 800 stimuli. These recordings were verified
as good representations of the corresponding emotions by the same authors in an emotion
recognition study (Dupuis & Fuller, 2011), with an average correct recognition score of
82% across emotions. The sounds were sampled at 24414 Hz, with the root mean square
(RMS) levels equalized using PRAAT 6.0.40 (Boersma & Weenink, 2020). Table 1 summa-
rizes the mean fundamental frequency (F0, in Hz), duration, intensity variation (dB), har-
monics-to-noise ratio (HNR), and spectral centroid (Hz) in each emotional prosody, which
are commonly used to characterize different vocal emotions (Amorim et al., 2019; Banse
& Scherer, 1996; Johnstone & Scherer, 2000; Mani & Patzold, 2016).
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Table 1. The acoustic properties of each emotional prosody.

Intensity Vari- Spectral Cen-
ation (dB) troid (Hz)
Emo-

- SD M SD M SD M SD M SD
tions

Angry 216.71 36.64 646 109 11.15 3.74 9.22 501 1810.961075.32
Happy 226.13 10.86 742 91 10.82 4.12 1753 3.77  1052.92 265.19
Sad  180.42 20.57 822 104 10.18 3.11 19.31 4.25 408.79 278.89
Neutral 195.04 9.25 667 84 9.14 371 18.75 443 758.43 220.34
Note. The averaged values and standard deviations of the words were used to report the mean
fundamental frequency (FO), word duration, intensity variation, harmonics-to-noise ratio (HNR),
and spectral centroid of each emotional prosody.

Mean FO (Hz) Duration (ms) HNR (dB)

2.3. Procedure

There were a total of 600 trials in the experiment. The Standard stimuli were the 200
words in a neutral tone (50% probability, randomly presented for 300 trials). Three emo-
tional voices (angry, happy, sad) served as Deviant stimuli (each presented with 16.7%
probability, 100 trials). For each Deviant type, 100 words were randomly selected. The
sounds were presented in alternating fashion with no consecutive Deviants trials in the
same emotional prosody (Figure 1). The inter-stimulus interval (ISI) was randomized be-
tween 800 — 900 ms, and the total recording time was around 25 minutes.

Neutral Sad Neutral Happy Neutral Angry Neutral
Emotional prosody: @ @

Spoken word: | Team [+| Cheek | Thought [~| Long [~| Cause |+{ Wire -] Cause | ... ...
‘T’

Inter-stimulus interval
(800 — 900 ms)

Figure 1. A schematic example of the order of the trials. The Standard (neutral prosody) and Deviant
(angry, happy, and sad prosodies) were always alternating, and the three emotions (Deviants) were
pseudo-randomly interspersed.[Figure 1].

Participants were seated in an electrically and acoustically treated booth (ETS-Lind-
gren Acoustic Systems). They were instructed to ignore the speech sounds and focus on a
silent movie with subtitles during EEG recording. The speech sounds were played via two
loudspeakers (M-audio BX8a) placed at a 45-degree azimuth angle 3 feet away from the
participants and presented at 55 dB SL relative to the individual listener’s hearing thresh-
old with a reference tone of 1 kHz (Koerner & Zhang, 2015). The sound presentation was
controlled by E-Prime (Psychological Software Tools, Inc) using a Dell PC outside the
sound-treated room. Continuous EEG data were recorded through the Advanced Neuro
Technology EEG System. Its WaveGuard EEG cap has a layout of 64 Ag/AgCl electrodes
following the standard International 10-20 Montage system with intermediate locations.
The default bandpass filter for raw data recording was set between 0.016 Hz to 200 Hz,
and the sampling rate was 512 Hz. The electrode AFz served as the ground electrode. The
impedance of all electrodes was kept under 5 k2.

2.4. Data processing and analysis

The raw EEG data was downsampled to 250 Hz offline with EEGLAB v14.1.1 (De-
lorme & Makeig, 2004). The low-pass filter was at 30 Hz, and high-pass filtered at 0.5 Hz.
The data were then re-referenced to the average of the two mastoid electrodes. To attenu-
ate artifacts such as low-frequency drift, muscle activity and eye blinks, the “Clean_raw-
data” EEGLAB plug-in and Independent Component Analysis (ICA) algorithm (Dam-
mers et al., 2008; Delorme et al., 2001) were adopted. ERP epochs were then extracted from
100 ms pre-stimulus onset to 1000 ms post-stimulus onset with baseline correction. Epochs
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containing data points over the range of +100.0 uV were rejected before averaging. The
accepted numbers of trials for each emotional prosody were 276 for neutral (Standard), 91
for angry (Deviant), 89 for happy (Deviant), and 91 for sad (Deviant) on average. Using
ERPLAB v7.0.0 (Lopez-Calderon & Luck, 2014), event-related potentials (ERPs) were av-
eraged for Standard (neutral prosody) and each three types of the Deviant (angry, happy,
and sad prosodies). Difference waveforms were then derived by subtracting the Standard
ERP for neutral voice from each Deviant ERP.

Statistical analyses were completed in R (https://www.r-project.org/) with the pack-
ages “Ime4” (Bates et al., 2015), “ImerTest” (Kuznetsova et al., 2017), and “emmeans”
(Lenth et al., 2018). The difference waveforms were used for assessing the MMN (200 —
300 ms) and P3a (350 — 450 ms) components. The time window selections were based on
previous ERP studies (Pakarinen et al., 2014; Thonnessen et al., 2010; Zora et al., 2020) and
visual inspection of the grand average difference waveforms. ERP amplitude quantifica-
tion was calculated as the mean voltages of the 40 ms peak (20 ms before and after the
peak value) of the difference waveforms. First, separate one-tail t-tests were run to verify
the presence of MMN and P3a responses to each emotion with Bonferroni correction for
multiple comparisons. The mean voltage of MMN is tested against the null hypothesis
that itis larger or equal to zero (micro-voltage), because MMN is established as a negative-
deflected component. The mean voltage of P3a is tested against the null hypothesis that it
is smaller or equal to zero (micro-voltage), for P3a being a positive-deflected component.
Next, linear mixed-effect models (ERP amplitude data ~ Emotion + Region + Laterality +
(1 | Participant) were respectively implemented on MMN and P3a amplitudes. Each
model included by-participant intercept as a random-effect factor. Emotion (angry,
happy, and sad), region of the electrode (anterior, central, and parietal), and laterality of
the electrode (left, middle, and right) were included as fixed-effect factors. Categorical
variables were coded as orthogonal contrasts. Model assumptions of linearity, normality,
and variance homogeneity were checked for MMN and P3a values.

3. Results

The average ERP waveforms showed distinct MMN and P3a peaks to the change
detection of each emotional prosody (Figures 2 and 3). The presence of MMN activities to
each emotion was verified by MMN amplitudes being significantly more negative than
zero. MMN components were verified for angry deviant (£(32) = -4.83, p <.001, d =-0.84),
happy deviant (#(32) = -4.4, p < .001, d = -0.77), and sad deviant (#(32) =-4.1, p < .001, d = -
0.71). Linear mixed effects model (Table 2 in Appendix B) showed a main effect of emotion
(F(2,858) =13.81, p < .001), but non-significant main effects of electrode region (F(2,858) =
2.17, p = 0.11) and electrode laterality (F(2,858) = 0.24, p = 0.79). Pairwise comparisons
showed stronger MMN values to angry prosody than happy (-0.35 1V, p =.001) and sad
prosodies (-0.4 uV, p <.001) (Figure 4).
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Figure 2. The grand mean event-related potential (ERP) waveforms of Standard (neutral prosody)
and Deviants (angry, happy, and sad), and grand mean difference waveforms of angry, happy, and
sad for all listeners. Mean amplitudes of the midline electrodes (Fz, Cz, Pz) were used for the wave-
forms. The gray shaded areas mark the windows for MMN (200 — 300 ms) and P3a (350 — 450 ms).
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MMN P3a
Angry Happy Sad Angry Happy Sad
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Figure 3. The scalp topographic maps of (A) MMN and (B) P3a to angry, happy, and sad emotional
prosodies averaged across male and female listeners. The topographies are based on the latencies
of peak values at Cz channel.
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Figure 4. The main effects of (A) emotion (angry, happy, sad), (B) electrode region (central, frontal,
parietal), and (C) electrode laterality (left, middle, right) on listeners” MMN amplitudes. [Figure 2].

Significance of P3a responses to each emotion was verified by demonstrating that
P3a amplitudes were significantly more positive than zero. P3a components were verified
for angry deviant (#(32) = -4.65, p <.001, d = 0.81), happy deviant (£(32) =9.5, p <.001, d =
1.65), and sad deviant (£(32) =9.03, p <.001, d = 1.57). Linear mixed effects model (Table 3
in Appendix C) showed main effects of emotion (F(2,858) = 38.05, p <.001) and electrode
region (F(2,858) = 31.81 , p <.001), but non-significant main effect of electrode laterality
(F(2,858)=1.60, p=0.20). Pairwise comparisons showed stronger P3a amplitudes to happy
prosody than angry (0.76 uV, p <.001) and sad prosodies (0.5 uV, p <.001), and stronger
P3a to sad than angry (0.26 1V, p =.01). Moreover, P3a was stronger at frontal (0.63 pV, p
<.001) and central (0.58 uV, p <.001) regions compared with the posterior region (Figure

5).
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Figure 5. The main effects of (A) emotion (angry, happy, sad) and (B) electrode region (central,
frontal, parietal), and (C) electrode laterality (left, middle, right) on listeners” P3a amplitudes.

4. Discussion

Emotional prosody in natural speech is a crucial social cue that listeners detect effi-
ciently for effective interpersonal communication. But it has not received as much atten-
tion in ERP research as facial emotional expression. In this study, we employed a multi-
feature auditory oddball paradigm to examine neural responses to emotional prosody
changes. Unlike previous studies using limited and fixed speech sounds, we adopted rov-
ing stimulus presentation with varying spoken words to deliver natural emotional proso-
dies that are usually embedded in complex language contexts in real life. The MMN and
P3a responses to the three emotional deviants—angry, happy, and sad voices demon-
strated that listeners successfully extracted emotional prosodic information from the non-
repeating spoken words.

4.1. MMN: Angry Voices Elicited the Strongest Response

The strongest MMN response was observed when the background voice changed
from neutral to angry. This may reflect heightened automatic processing of the ambient
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high-arousal negative emotional sounds, even if the listeners were not paying attention to
the auditory events. The early time window of MMN (around 200 ms after sound onset)
also implies that the pre-attentive sensory processing is activated when the affective sig-
nals change. The early enhanced response to emotions such as anger or fear, so-called
“negative bias,” is considered essential for survival because these sounds are usually as-
sociated with immediate threat or danger (Adolphs, 2002; Scherer, 1989; Schirmer, Striano,
et al., 2005). Our results align with the notion of negativity bias response, and similar re-
sults have been shown in an earlier EEG study (Carminati et al., 2018).

4.2. P3a: Happy Voices Elicited the Strongest Response

The P3a response was centro-frontally oriented, consistent with the topographic dis-
tribution of the classical P3a (Polich, 2007; SanMiguel et al., 2010). As an involuntary neu-
ral response following the MMN, the P3a reflects listeners” involuntary attentional shift
to the novel auditory input in the background and involves some signal appraisal. Among
the three emotional deviants, our listeners showed the strongest P3a to the happy voice.
Previous reports mainly focused on the enhanced P3a component to general affective in-
formation but seldom inspected P3a differences for each emotional prosody (Jiang et al.,
2014; Pakarinen et al., 2014; Thonnessen et al., 2010; Zora et al., 2020). One study by Pin-
heiro et al. (2017) used laughter and growl to present happy and angry voices, and they
asked participants to pay attention to the sounds during the EEG recording. Their results
showed enhanced positive deflection to laughter at 350 — 450 ms after the sound onset,
similar to the time window of our P3a component. Another report presented different
emotional prosodies over French vowels and observed stronger P3a to the happy voice
than sad and neutral voices (Carminati et al., 2018). Along with our results showing in-
creased P3a to happy prosody than angry and sad prosodies over non-repeating spoken
words, listeners may involuntarily orient their attention to positive information more than
negative ones after the initial sensory processing stage (i.e., MMN).

In contrast, angry voices elicited the smallest P3a in comparison with happy and sad
prosodies. The current results differed from Pakarinen and colleagues (2014), who
showed similar P3a amplitudes across angry and sad emotions. There are two notable
distinctions in the experimental design between our study and Pakarinen et al. (2014).
First, their multi-feature oddball paradigm focused on speech- or linguistic-level deviants
(e.g., spectral density, frequency, intensity, sound-source location , noise level, consonant
duration, omission, vowel change, or the vowel duration) and only introduced the three
emotions as rare events (i.e., not deviants). Second, our current experiment tested P3a to
emotional prosody categories in varying spoken words, creating a different listening con-
text than the fixed syllables used by Pakarinen et al. (2014).

4.3. Limitations and Future Directions

The current study is of limited scope with several limitations. First, we only included
speech stimuli from female speakers because the emotional speech set of phonetically bal-
anced words only contains female-voice recordings (Dupuis & Pichora-Fuller, 2010). One
neurophysiological study demonstrated that listeners showed early differentiation of
emotional prosody information regardless of the speakers’ gender (Paulmann & Kotz,
2008). A recent behavioral study observed a modulatory effect of encoder gender of the
speech stimuli on listeners’ emotional prosody recognition (Lin et al., 2021). In this regard,
including both female and male emotional voices in the stimuli can provide a more fine-
grained view on listeners’ neural sensitivities to natural emotional speech prosody and
the potential influences of the gender of the speaker.

Second, we incorporated non-repeating real words to create a more perceptually
changing linguistic context for extracting acoustic patterns for the target emotional pros-
ody categories. Even though we carefully selected a phonetically-balanced word list to
control phonetic-level acoustic variations across emotional voices, the paralinguistic fea-
tures such as pitch, intensity variation, or word durations still co-vary with different emo-
tional prosodies. Singling out each acoustic feature in emotional voices and testing each
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of them may not be realistic, because emotional prosody is essentially a collective of all
the relevant acoustic properties (Bachorowski & Owren, 2008; Banse & Scherer, 1996;
Johnstone & Scherer, 2000). One solution is to create four oddball tasks and use each of
the neutral, angry, happy, and sad prosodies as the standard sound, and compare standard
and deviant sounds of the same emotion across tasks. This solution may not be the optimal
one because it contradicts our purpose to establish an efficient testing protocol to record
MMN and P3a to multiple emotional deviants that could potentially be applied to clinical
and pediatric populations without requiring focused attention and extended hours of EEG
recording. Nonetheless, a follow-up study with several multi-oddball recording sessions
will still be valuable to verify the findings about the MMN and P3a components to the
three emotional voices as measured in the current study.

Another limitation is that although we verified the feasibility of the modified multi-
feature oddball protocol, the current paradigm does not fully leverage the temporal ad-
vantage of neurophysiological responses to address different processing stages of emo-
tional prosody recognition motivated by a full theoretical model. Emotional prosody is
decoded rapidly in human brains and can be categorized into three stages—sensory anal-
ysis, derivation of emotional meanings, and emotion evaluation (Kotz & Paulmann, 2011).
Due to the millisecond temporal resolution advantage, the electrophysiological measures
have the advantage of recording the rapid processing time-course underlying emotion
recognition in a spoken language context. The distinct MMN and P3a components meas-
ured in the current report are known to be related to sensory comparison (Schirmer et al.,
2005) and context derivation (Wambacq & Jerger, 2004) respectively in emotional speech
processing. The distinct patterns of the MMN-P3a sequence of different emotions also
suggest that the sensory and emotion derivation stages may differ across emotions. How-
ever, the setup of the current modified paradigm aimed to record the processing stages
during a passive listening task, rather than during a volitional emotion recognition task
involving both implicit and explicit processing conditions (e.g., Lin et al., 2022). Therefore,
it may be premature to conclude that our pre-attentive system is more biased toward an-
gry voices in the early processing stages (stronger MMN) and happy voices in the later
stage (stronger P3a).

As our sample size (33) is rather small, we kept the mixed effects models simple with
a random-intercept factor for accounting for inter-subject differences and did not include
a by-participant random-slope factor to account for intra-subject contrasts for the emo-
tional categories (Hox & McNeish, 2020). However, full multilevel models with random-
intercept and random-slope factors would be more desirable with a larger sample to avoid
biases and inflation of evidence (Barr et al., 2013).

Our roving stimulus presentation in the multi-feature oddball protocol and the find-
ings add to the existing literature on neural sensitivities to emotional prosody have used
a wide range of lexical items such as vowels (Carminati et al., 2018), simple syllables
(Hung & Cheng, 2014; Pakarinen et al., 2014; Schirmer & Escoffier, 2010; Schirmer et al.,
2005), limited numbers of words (Jiang et al., 2014; Thonnessen et al., 2010), or non-speech
sounds (Thierry & Roberts, 2007). The elicitation and confirmation of these two compo-
nents at both the individual- and group-level demonstrated feasibility of our multi-feature
oddball protocol in the context of high acoustic variations in the linguistic domain (i.e.,
non-repeating real words). More importantly, this time-efficient design of testing three
emotional deviants in one task did not appear to compromise the target ERP components
for emotional prosodic change detection. Our results also corroborate the findings that the
MMN response reflects not only the simple detection of acoustic change (e.g., Pakarinen
et al., 2009; Tavakoli & Campbell, 2016) but also the change at higher-level abstract cate-
gory (Jiang et al., 2014; Naadtanen et al., 2001; Picton et al., 2000; Zora et al., 2020). Notably,
the MMN and P3a patterns in our study cannot be simply attributed to lower-level re-
sponses to acoustic change detection as the stimulus properties showed the largest mean
f0 deviation by the Happy prosody (15.9%), largest mean duration deviation by the Sad
prosody (23.2%), and largest intensity variation deviation by the Angry prosody (2.1 dB)
in comparison with Neutral (Table 1). Collectively, these data not only confirmed the
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feasibility of the neurophysiological approach but also provide in-depth evidence on how
the human pre-attentive system captures the change of incoming abstract emotional pros-
ody categories in a highly dynamic speech context. Understanding how the involuntary
attentional system is triggered in early stages of emotional prosody processing has im-
portant implications for future developmental and clinical studies (Paris et al., 2018;
Zhang et al., 2021). For instance, Kostilainen and researchers (2020) applied a similar par-
adigm to examine preterm infants’ neural responses to phonetic and emotional infor-
mation in speech, and they successfully recorded distinct responses to different sounds
from them. Future studies can focus on the emotional dimension of speech and record the
neural representations of emotional voices in newborns and older infants to characterize
the development trend of emotional processing. Another study by Charpentier and col-
leagues (2018) tested children with autism using the vowel /a/ in different emotions, and
they observed different MMN and P3a characteristics in children with autism. Future
studies can employ more complex stimuli as implemented in our modified multi-feature
oddball paradigm to further examine the online processing of emotional speech infor-
mation in children with autism.

5. Conclusions

Using a passive listening multi-feature oddball paradigm, we assessed listeners’ pre-
attentive neural sensitivity in extracting and discriminating three affective prosodic cate-
gories against neutral voice across roving stimuli of non-repeating spoken words and
the following involuntary orientation to prosodic contrasts. The successful elicitation of
the target ERP components with the strongest MMN for angry voice and strongest P3a for
happy voice provides the impetus to extend the paradigm to testing infants, children, and
individuals with difficulties in affective speech processing (Ding & Zhang, 2023). Future
work is needed to determine the functional significance of MMN and P3a responses to
emotional prosody in this paradigm that may explain individual behavioral differences
and developmental changes.
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