Pre prints.org

Article Not peer-reviewed version

A Bioinformatics Analysis of Ovarian
Cancer Data Using Machine Learning

Vincent Schilling . , Peter Beyerlein , Jeremy Chien

Posted Date: 6 May 2023
doi: 10.20944/preprints202305.0413.v1

Keywords: ovarian cancer; machine learning; SHAP; diagnostic biomarkers; platinum resistance

Preprints.org is a free multidiscipline platform providing preprint service that
is dedicated to making early versions of research outputs permanently
available and citable. Preprints posted at Preprints.org appear in Web of
Science, Crossref, Google Scholar, Scilit, Europe PMC.

Copyright: This is an open access article distributed under the Creative Commons
Attribution License which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.



https://sciprofiles.com/profile/2926444
https://sciprofiles.com/profile/803072

Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 6 May 2023 d0i:10.20944/preprints202305.0413.v1

Disclaimer/Publisher’'s Note: The statements, opinions, and data contained in all publications are solely those of the individual author(s) and

contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting
from any ideas, methods, instructions, or products referred to in the content.

Article
A Bioinformatics Analysis of Ovarian Cancer Data
Using Machine Learning

Vincent Schilling 13*, Peter Beyerlein 2 and Jeremy Chien 3

1 Technical University of Applied Sciences Wildau; vschilling@ucdavis.edu

2 ibiomics UG, peter.beyerlein@googlemail.com

3 Department of Biochemistry and Molecular Medicine, University of California Davis; jrchien@ucdavis.edu
* Correspondence: vschilling@ucdavis.edu

Abstract: The identification of biomarkers is crucial for cancer diagnosis, understanding the
underlying biological mechanisms, and developing targeted therapies. In this study we propose a
machine learning approach to predict the outcome and platinum resistance status of ovarian cancer
patients using public available gene expression data. Six classical machine learning algorithms are
compared on their predictive performance. Those with the highest score are analyzed by their
feature importance using the SHAP algorithm. We were able to select multiple genes that were
correlating with the outcome and platinum resistance status of the patients and validated those
using Kaplan-Meier plots. In comparison to similar approaches the performance of the models were
higher and different genes using feature importance analysis were identified. The most promising
identified genes that could be used as biomarkers are: TMEFF2, ACSM3, SLC4A1 and ALDH4A1.
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1. Introduction

Ovarian Cancer is the most fatal gynecologic malignancy with a five year survival rate from the
year 2011-2017 of 49% considering all stages of the cancer [1]. The cancer is very aggressive and often
recurs after subsequent treatment for these recurrences. Most patients will acquire resistance through
treatment consisting of carboplatin based chemotherapy as well as PARP inhibitors [2,3].

Another property of the cancer which leads to such poor survival rates is the comparatively late
detection of it. Most of the time when patients get diagnosed they are already in the advanced stages
IIT and IV. The symptoms are very vague and it is hard to identify for medical professionals if these
are indication of ovarian cancer. Therefore early detection methods, genetic screening and multiple
treatment options are very important in the fight and treatment of this cancer [4,5].

In this paper the biggest publicly available data set of ovarian cancer with over 585 patients is
analyzed to predict the outcome of ovarian cancer patients based on their gene expression value and
find possible targets for targeted therapy and biomarkers. The same dataset is used to predict the
platinum resistance status of ovarian cancer patients to find biomarkers as well. A combination of
bioinformatics analysis and machine learning methods is used to identify relationships between
biological components and the progression of the patients.

In recent studies it has already been demonstrated that biological parameters like mRNA gene
expression can be linked to and predict the outcome of cancer patients [6-8]. For that matter statistical
methods have been used as well as machine learning methods [9].

The advantage of using computational methods is that they are faster than conventional
methods like shutting down genes and evaluate it on living cells if they have an effect on the fitness
of the cancer. Because even though computational methods might not give an exact answer whether
a biological component can be used as a biomarker or not it can limit the amount of potential
candidates and can identify relationships between the biological components and give more
conclusive answers [10].

© 2023 by the author(s). Distributed under a Creative Commons CC BY license.
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The idea of evaluating machine learning models to identify which features have the biggest
impact on the decision is still pretty new but scientist in the bioinformatics field started to use it to
identify important biological features in big datasets [11-13].

The first approach is to identify patients in the dataset that had a very poor progression with
those that had very good progression of the disease to have a very distinct comparison of the biology
between those. To identify the targets that have a very high impact on the outcome of the patients a
method from the area of explainable artificial intelligence will be used to analyze the machine
learning models and check what inputs have the biggest weight on the outcome of the patients to
potentially find biomarkers. The second approach is to execute the same procedure on data from
patients that have been classified as either platinum sensitive or platinum resistance. The
performance of the different machine learning methods will be compared.
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Figure 1. The schematic shows the overall project structure. The study on ovarian cancer consists
overall of 585 patients but not for every patient all biological and clinical data is available. The main
idea is that the patients will be put into two very distinct categories for example: good outcome, bad
outcome or resistant and sensitive. After putting the patients into two classes they will be distributed
into three datasets: 50% Training Data, 25% Testing Data and 25% Validation Data. With that method
there won't be underlying fitting to the data when the models are getting adjusted and tested. The
performance of the models will be determined with a one-time test on the validation data set. The
patients and their features are the input for the machine learning models. They should predict the
class of the patients. After that when the performance of the models is sufficient algorithms from the
field of explainable artificial intelligence will be applied to detect which biological features contribute
the most to the decision of the model. Those features will most likely have a biological implication
why the patient is having a good or bad outcome.

2. Materials and Methods

2.1. Materials

The data used in the analysis is from the cancer genome atlas (TCGA) [14,15]. It consists of 585
ovarian cancer patients. The unnormalized gene counts for the mRNA sequencing data from GDAC
is used for differential gene expression analysis with DESeq2 [16]. Apart from the raw gene counts
the clinical data of the patients has been collected to determine whether the patients had a good or
bad outcome and if they developed a platinum resistance or were sensitive for it.

Due to limitations in available data, the outcome determination and platinum resistance status
were not available for all patients in this study. To address this, two approaches were taken. For the
first approach, patients were filtered based on the availability of mRNA sequencing data and their
classification as either having a good or bad outcome. In the second approach, patients were required
to have both mRNA sequencing data and platinum resistance status available. After filtering, the
remaining patient data was randomly divided into training, testing, and independent validation
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datasets. The training dataset was utilized to train the machine learning models, whereas the testing
dataset was used to test the performance of these models in multiple trials. Finally, the validation
dataset was employed to evaluate the performance of the models on data that was not previously
used for training or testing.

2.1.1. Data on the outcome of the patients:

To identify potential biomarkers for ovarian cancer, clear differentiation between patients with
good and bad outcome following treatment is essential. As such, patients were classified as having a
bad outcome if they had died within two years after treatment, while those who survived for five
years or more were classified as having a good outcome. These specific timeframes were selected in
order to facilitate clear separation between the patient groups, enabling more distinct differential
gene expression analysis. The study cohort included a total of 113 patients, of which 55 were classified
as having a good outcome and 58 as having a bad outcome.
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Figure 2. The patients have been separated in three groups. The first group are the patients with poor
overall survival (OS) and consists of 112 patients. They died within the first two years after treatment
and are considered to have a bad outcome. The second group are the patients with positive OS and
consists of 119 patients. They have lived five years and longer after treatment and are considered to
have a good outcome. The third group are all the patients in between the two groups and make up
the biggest portion with 345. Those patients cannot be considered good or bad outcome. The threshold
has been selected to have two groups that are very distinct from one another to make changes and
differences in their gene expression profile easier to detect.

2.1.2. Data on the resistance status of the patients:

To identify genes that could predict the platinum sensitivity in ovarian cancer the categorization
from the TCGA has been used. In total there are 152 patients. 109 of those are sensitive and 43 are
resistant.

2.2. Methods

2.2.1. Machine learning methods:

The machine learning methods have been all trained with 50% of the data from each dataset and
then frequently tested on 25% of the remaining ones. When the performance reached the desired
value it has been tested ones on the remaining 25% to evaluate how well the method performs on
unseen data. All of the methods have been trained as binary classifier to identify the correct class by
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their gene expression profile. The models have been tested with the normalized data and data from
the principal component analysis. The training of the models has been done in different Jupyter
Notebooks on the “cancer genomics cloud”. For each machine learning model the f1-score has been
calculated to determine their predictive performance. In the result part the confusion matrix of the
classifiers are depicted to see how their classification performance is distributed via the two classes.
The machine learning methods that have been used are: K-means clustering [17,18], Naive Bayes [19],
logistic regression [20-22], supported vector machines [23,24], Random Forest [25,26] and XBGoost
[27]. All the used methods were integrated via the sklearn library in python. Different
hyperparameters have been used to adjust the model to the gene expression data.

2.2.2. SHAP

To determine which genes can be used as biomarkers the XAI method SHAP is used. It utilizes
the mathematics from game theory to determine the global significance of the genes for the decision
making of the model. After the model has been trained each gene will be given a Shapley value the
determines their significance and depending on their overall expression between the two classes it
can be assessed if the expression of the gene is correlated to the outcome or platinum resistant status
of a patient [28].

2.2.3. Bioinformatics algorithms

The original gene expression data consists of 20429 genes. Most of them are likely not relevant
in the search of biomarkers because they will have no biological function associated with the fitness
of the cancer. Those genes will not be differentially expressed between the two classes. DESeq2 is a
software available in R used to determine differentially expressed genes between two groups.
Unnormalized gene counts are used for that purpose. Afterwards the log2fold shrinkage method
apeglm is used to determine which genes have significant changes between the two groups [29]. The
p-adjusted value is used to select the genes that are significantly expressed between the two groups.
A p-adjusted value of 0.01 for the outcome group has been set and 0.05 for the platinum resistant
status group. For the outcome group, genes upregulated in patients with a good outcome have a
log2foldchange above zero and the ones upregulated in patients with bad outcome have a
log2foldchange lower than zero. For the platinum resistant status group, genes upregulated in
patients that are platinum sensitive have a log2foldchange above zero and the ones that are
upregulated in patients that are platinum resistant have a log2foldchange lower than zero. The
selected gene lists will be further analyzed to determine their biological implications in relation to
ovarian cancer.
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Figure 3. (a) The volcano plot depicted shows the differentially expressed genes between the patients

with bad outcome and good outcome. The dots in blue represent genes that have a adjusted p-value

of 0.01> and a log2FoldChange between +2 and —2. It means that they are significantly differentially

expressed. The red dots represent genes that have a adjusted p-value of 0.01> and a log2FoldChang

>2 and —2>. It means that they are highly significantly expressed. The black dots are all genes the have
a higher adjusted p-value than 0.1. (b) The volcano plot depicted shows the differentially expressed
genes between the patients that are sensitive and resistant. The dots in blue represent genes that have
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a adjusted p-value of 0.05> and a log2FoldChange between +2 and -2. It means that they are
significantly differentially expressed. The red dots represent genes that have a adjusted p-value of
0.05> and a log2FoldChang >2 and —2>. It means that they are highly significantly expressed. The black
dots are all genes the have a higher adjusted p-value than 0.1.

2.2.4. Statistical methods

After the differential gene expression analysis the gene count data is normalized before it can be
used by the machine learning methods. Since the data from the ovarian cancer patients has been
collected by multiple hospitals it is need the normalize the sample within the gene and the sample
itself. The methods for normalization that can be used is either the commonly used z-normalization
or the TMM normalization [30]. Both methods have been used and the performance of the machine
learning models was better using the TMM normalization method. Even after normalization there
were still outliers so statistical method winsorizing has been applied to the data. So the highest 2.5%
of the data is replaced with value right below them. After that SMOTE has been used on the training
dataset of the platinum resistance status group [31]. Since the dataset is very imbalanced between the
patients that are resistant and the ones that are sensitive the machine learning methods will not be
performing well since the prediction will be more based on the class that is more frequent instead of
the gene expression values. Therefore SMOTE is used to create fake data points between the original
data points. With this approach the machine learning models will be trained with similar data as the
original data points and won’t lean to majority class while the integrity of the data stays intact.
Afterwards all data points for both groups and datasets will be scaled between zero and one because
some methods like SVM will perform better with that scaling. On the resulting datasets a PCA is
performed since Random Forest and XGBoost classifiers worked better in the approach than without
it. This is essentially just for the assessment of the best performer since it is very difficult to transform
the principal components later back to the original features [32,33].
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Figure 4. The left bar plot depicts the overall distribution on the data . There are 55 patients that are
considered to have good outcome and 57 patients that are considered to have a bad outcome. The
distribution between the two classes is very even, so there is no need for over- or under-sampling. In
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the bar plots on the right the distribution of the classes is shown between the training data, test data
and validation data.
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Figure 5. The left bar plot depicts the overall distribution on the data . There are 109 patients that are
considered to be sensitive and 43 patients that are considered to be resistant. The distribution between
the two classes is uneven. Oversampling is used to adjust that in the trainings data. In the bar plots
on the right the distribution of the classes is shown between the training data, test data and validation
data. .

3. Results
3.1. Outcome prediction of ovarian cancer patients

3.1.1. Machine learning models performance:

Six different machine learning methods were used to predict the outcome of ovarian cancer
patients. The performance is evaluated by the fl-score of the model on the validation dataset. The
best performing model is the logistic regression model with 4 misclassifications out of 29
observations. The performance of the other models were slightly lower. The worst performing model
is the K-means-clustering model. For the selection of the genes the models have been tested on the
differentially expressed genes with a p-adjusted value of 0.1, 0.05 and 0.01. The gene dataset with a
cutoff of 0.01 consisting of 149 genes was the best performing one.
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Figure 6. Depicted confusion matrixes for the different machine learning methods which have been
used. The higher the number for the corresponds between true labels and predicted labels the more
accurate and trustworthy the model is. Following are the fl-scores that evaluates the performance of
the model: K-means Clustering: 0.71, Naive Bayes: 0.77, Logistic Regression: 0.88, Supported Vector
Machine: 0.85, Random Forest: 0.84, XGBoost: 0.82. The logistic regression model is the model with
the highest f1-score and 4 misclassifications from 29 observations.

Table 1. Overview of the performance of machine learning models for the outcome prediction of
ovarian cancer patients.

Machine learning Method f1-score

K-means clustering 0.71
Naive Bayes 0.77
SVM 0.85
Logistic Regression 0.88
Random Forest 0.84
XGBoost 0.82 p

3.1.2. Identified genes

The SHAP Algorithm has been performed on the logistic regression model to evaluate which
genes have the highest impact on the outcome of the model. The genes with the highest impact on
the model are depicted in Figure 7A. The top 20 genes with the highest Shapley values can be found
in Figure Al. Those genes were then separated into the ones that are upregulated in the good outcome
group and those that are upregulated in the bad outcome group. Upregulated in this context means
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the overall expression of that gene is higher in one group of patients than in the other. In Figure 7B
the Kaplan-Meier plots are depicted from six genes with high Shapley values and low adjusted p-
values [34]. The first two are upregulated in the group of patients with bad outcome and the other

four are upregulated in the group of patients with good outcome.

TMEFF2 +0.24
GMPPB +0.21
CDSN +0.2
ACSM3 +0.18
TMEM38A +0.15
UNC5A +0.15
TNFRSF8 +0.14
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S100A8 | +0.11

Sum of 139 other features

0 1 2 3
mean(|SHAP value|)

Figure 7. The bar plot shows the top 10 genes based on the mean SHAP value of the logistic regression

model of the ovarian cancer outcome prediction.
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Figure 8. Depicted are the Kaplan-Meier plots for OS of the most relevant genes for the logistic
regression model. The genes: ADIPOR2 and TMEFF2 are upregulated in the group of patients with
bad outcome. The genes: ACSM3, ALPPL2, GMPPB and C20rf88 are upregulated in the group of
patients with good outcome.

3.2. Platinum resistance prediction of ovarian cancer patients

3.2.1. Machine Learning Models Performance

As for the outcome prediction the same six machine learning methods have been used to predict
whether a patient is platinum sensitive or resistant. The fl-score is used here as well to assess the
performance of the models. The random forest model is the one with the highest f1-score of 0.91 and
two misclassifications from 38 observations. The logistic regression model has an f1-score of 0.89 and
two misclassifications. The random forest model used the data from the PCA and is therefore more
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difficult to interpret. For the feature analysis with SHAP the logistic regression model is used instead.
The K-means clustering model is here the worst performing model as well. For the selection of the
genes the models have been tested on the differentially expressed genes with a p-adjusted value of
0.1 and 0.05. The gene dataset with a cutoff of 0.05 consisting of 172 genes was the best performing
one.
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Figure 9. Depicted confusion matrixes for the different machine learning methods which have been
used. The higher the number for the corresponds between true labels and predicted labels the more
accurate and trustworthy the model is. Following are the fl-scores that evaluates the performance of
the model: K-means Clustering: 0.5, Naive Bayes: 0.67, Logistic Regression: 0.89, Supported Vector
Machine: 0.89, Random Forest: 0.91, XGBoost: 0.87. The random forest model is the model with the
highest fl-score and two misclassifications from 38 observations. For higher interpretability the
logistic regression model is used for further analysis.

Table 2. Overview of the performance of machine learning models for the platinum resistance status

prediction of ovarian cancer patients.

Machine learning Method f1-score

K-means clustering 0.5

Naive Bayes 0.67
SVM 0.89
Logistic Regression 0.89
Random Forest 0.91

XGBoost 0.87 p
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3.2.2. Identified genes

For the selections of genes the SHAP algorithm has been performed on the logistic regression
model to evaluate which genes have the highest impact on the prediction whether the patient is
platinum sensitive or resistant. The genes with the highest impact on the model are depicted in Figure
9A. The top 20 genes with the highest Shapley values can be found in the Figure 2A. Those genes
were then separated into the ones that are upregulated in the patient group that is platinum sensitive
and those that are upregulated in the platinum resistant group. In Figure 9B the Kaplan-Meier plots
are depicted from six genes with high Shapley values and low adjusted p-values. The first two are
upregulated in the group of patients with bad outcome and the other four are upregulated in the
group of patients with good outcome.

SLC4A1l +0.25
DPP4 [ +0.19
LPG M +0.18
ALDH4A1 +0.17
GPR15 | +0.16
FCRLA W +0.15
PPFIA2 § +0.14
MITD1 | +0.14
CAMK1G @ +0.13

Cl5orf2 § +0.13

Sum of 162 other features

0 H 2 3 4 5 6 7
mean(|SHAP value|)

Figure 10. The bar plot shows the top 10 genes based on the mean SHAP value of the logistic

regression model of the platinum resistance prediction.
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Figure 11. Depicted are the Kaplan-Meier plots for progression free survival (PFS) of the most relevant
genes for the logistic regression model. The genes: ALDH4A1, MITD1 and SLC4Al (SW) are
upregulated in the patients with a platinum resistance. The genes: CAMKI1G, GPR15 and PPFIA2 are
upregulated in the patients that are platinum sensitive.

4. Discussion

4.1. Outcome of the patients

For the outcome prediction of ovarian cancer patients based on their gene expression profile it
was possible to demonstrate that you can reach a high performance with common machine learning
methods. Apart from the K-means clustering method all machine learning models had a decent
prediction performance. As shown in Figure 6 in the confusion matrixes the models were able to
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predict good and bad outcome very well. This is probably due to the data preprocessing steps and
filtering of the genes based on their differential expression. With 149 genes from originally 20429 the
data size has been decreased significantly and also the genes with none or low information value
have been removed. Furthermore the separation of the patients between those that have a very short
survival with 2 years or less after their treatment and those with long survival of 5 years and longer
probably increased the differences in gene expression as well. Looking at the Kaplan-Meier plots in
Figure 8 it was possible to identify genes that are significant for the OS of ovarian cancer patients
using the SHAP algorithm. TMEFF2 is the gene with highest median Shapley value. It has been
shown that high expression of TMEFF2 in endometrial cancer is correlated with advanced cancer
stage, poor differentiation and lymph node metastasis [35]. Expression is also correlated with the
recurrence of the tumor after successful therapy [36]. ADIPOR?2 is in the top 20 of the selected genes
by SHAP and is correlated as shown in the Kaplan-Meier plot in Figure 8 with shorter OS survival
when highly expressed. It has been shown in chicken ovarian cancer cell lines that ADIPOR2 protein
is significantly higher expressed in cancerous ovaries than in normal ovaries [37]. ACSM3 is number
four of the median Shapley values. High expression of this gene on the other hand is correlated with
inhibited cell proliferation, migration and invasion of ovarian cancer cells. Overexpression of the
gene even led to suppression in cell migration [38]. Moreover in High-grade serous ovarian
carcinoma (HGSOC) ACSM3 is able to suppress tumor growth in vitro and in vivo [39]. Even though
the biological implications of ALPPL2 remains unclear high expression of the gene are correlated
with good outcome of patient as shown in Figure 8 and it has been reported as true tumor specific
antigen [40]. For GMPPB it is a similar case. The increased expression of it is correlated with favorable
outcome. There is little information about its role in cancer but 2 studies identified the gene as a
predictive marker in ovarian cancer as well [41,42]. The last gene shown is C20rf88 which is
upregulated in patients with longer OS. Regarding the biological function C20rf88 it is only predicted
that it enables protein kinase A regulatory subunit binding activity [43]. But it is definitely a
prognostic factor for ovarian cancer patients. The 2 most promising genes to function as biomarker
and as prognostic factor are TMEFF2 and ACSM3 due to their high significance and known biological
functions.

4.2. Prediction of platinum resistance status

It was possible to create multiple well performing machine learning models to predict whether
a patient is platinum sensitive or resistant. The highest score reached the random forest model with
an fl-score of 0.91. The principal components from the PCA have been used as input. In this paper
they used a similar approach and trained a deep learning model with a much bigger patient cohort
with 2616 samples. The best performance of their model in predicting the platinum resistance status
of patients had an fl-score of 83.1. The higher performance of the random forest model used here
could be due to the different data preprocessing or the smaller sample size [44]. In Figure 11 the
Kaplan-Meier plots of 3 genes that are upregulated in patients with platinum sensitivity and 3 genes
that are upregulated in patients with resistance are depicted. In comparison to the outcome prediction
the plots in Figure 11 show the PFES of the ovarian cancer patients instead. The reason for it is that
patients that have a recurrence within 6 months after treatment are considered resistant and patients
that have no recurrences or one after 6 months are considered sensitive. Therefore the PFS is a better
fit to identify genes that are significant for a patient acquiring resistance or being sensitive to
platinum. SLC4A1 (SW) has the highest median Shapley value and it’s increased expression is
correlated with low PFS. The gene is upregulated in patients that are resistant to platinum. As stated
in another paper the gene is an independent for poor OS in grade % serous ovarian cancer [45]. The
protein AE1 is a chloride/bicarbonate transporter which is encoded by SLC4A1. AEs are important to
regulate the intracellular pH [46]. Alterations in pHi are frequently altered in different types of
cancer, like ovarian cancer [47,48]. ALDH4A1 has the fourth highest median Shapley value and the
high expression of it is highly correlated with platinum resistance and poor PFS. The gene has been
associated by other studies with chemoresistance and might mediate carboplatin resistance [49,50].
MITD1 is the last one of the platinum resistant group and the high expression of this gene is
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associated with low PFS as well [51]. The protein coded by MITD1 is recruited by ESCRT-III is
recruited to midbodies and participates afterwards cytokinesis abscission [52]. ESCRT-III has been
shown to be in disorder in ovarian cancer and therefore the higher expression of MITD1 might have
a negative effect on that [53]. High expression of CAMKIG is associated with longer PFS survival
and it is upregulated in the patients that are platinum sensitive. The gene encodes with 3 other genes
the protein kinase I family. These enzymes control a wide range of functions in cancer and might be
potential therapy targets [54]. GPR15 has the same prognostic attribution as CAMKIG. It has been
shown that GPR15 has the potential with his natural ligand to inhibit cancer cell growth [55]. High
gene expression of PPFIA2 is highly correlated with longer PFS in ovarian cancer patients. Not too
much research has been done to identify the correlation between PPFIA2 and cancer types but the
protein it encodes binds to calcium/calmodulin dependent kinases [56]. It has already been suggested
that Ca? signaling is important in cancer cell function so there might be a correlation between Ca?*
pathways and acquiring platinum resistance.

5. Conclusions

It has been demonstrated in this approach that it is possible to predict the outcome and resistance
status of ovarian cancer patients and identify biological relevant genes. The most promising potential
biomarkers are: TMEFF2, ACSM3, SLC4A1 and ALDH4A1. Their SHAP median values were high,
they had a strong correlation with OS or PFS and their biological functions affect the cancer.
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Appendix A

TMEFF2 +0.24
GMPPB +0.21
CDSN +0.2
ACSM3 +0.18
TMEM38A +0.15
UNC5A +0.15
TNFRSF8 +0.14
CALML3 +0.12
NTRK2 +0.12
S100A8 +0.11
ADIPOR2 +0.11
C200rf114 Jj§§ +0.1
LIN7A | +0.1
ALPPL2 |§ +0.1
C2orfgg | +0.1
PLA2G4A | +0.1
TCN1 | +0.09
SLURP1 | +0.09
PLCH1 |g +0.09

CEACAM6 [§ +0.08
+3.66

Sum of 129 other features
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Figure Al. The bar plot shows the top 20 genes based on the mean SHAP value of the logistic

regression model of the ovarian cancer outcome prediction.

SLC4A1 +0.25
DPP4 +0.19
LIPG +0.18
ALDH4A1 +0.17
GPR15 [ +0.16
FCRLA | +0.15
PPFIA2 | +0.14
MITD1 |§ +0.14
CAMK1G | +0.13
Cl5orf2 |§ +0.13
C2orf89 | +0.12
OVGP1 | +0.12
NLGN1 +0.12
PCDHB15 |§ +0.12
PCSK6 | +0.12
NWD1 AT
FAM133A |§ +0.11
LAX1 g +0.11
CCDC160 |§ +0.11

Cllorfl6 | +0.11
+5.85

Sum of 152 other features

mean(|SHAP value|)

Figure A2. The bar plot shows the top 20 genes based on the mean SHAP value of the logistic
regression model of the platinum resistance prediction.
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