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Abstract: The notion of Critical Point Theory has extensive application in the filed of Partial
Differential Equations, one of which is studying the existence and commenting on the uniqueness and
multiplicity (in case when the solution is not unique) of weak solutions to Elliptic PDEs under certain
boundary conditions. This article provides a brief survey about specific concepts like : differentiation
on Banach Spaces, maxima and minima and its applications to PDEs. Furthermore, we've discussed
the notion of defining a weak topology on Banach Spaces, before introducing the Variational Principle
and its applications. The epilogue of the article primarily deals with results which studies the
existence of weak solutions to Dirichlet Boundary Value Problems under specific conditions. The
most notable aspect of this article is the proof of Rabinowitz’s Saddle Point Theorem using the method of
Brouwer Degree. Readers who are highly motivated in pursuing research in any of the topics relevent
to the contents of this paper will surely find the References section to be extremely resourceful.
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1. Introduction

1.1. Preliminaries

A priori given a partial differential equation on a bounded domain, be it linear or non-linear, we
might end up obtaining solutions which also happens to be critical points of certain functionals defined
on some appropriate Sobolev Space.

Suppose, we consider the following boundary value problem on some bounded domain () C R"
as follows:

—Au=f inQ
{ u=>0 on oQ) M

Where, 9Q) denotes the boundary of () in R". A priori from the boundary condition, it only suffices to
search for weak solutions of (1) in the Sobolev Space H}(Q), the later assertion follows from the fact
that, not all functions in H} (Q) is smooth (i.e. C2).

Definition 1. (Weak Solution) A function u € H}(Q) is defined to be a weak solution of (1) if,

[vuvo=[fo  veeHi) @
Q (@)

In case when u is a classical solution, i.e., in other words, when, u € C2(Q) N C(Q) and satisfies (1)
point-wise, then, we can indeed obtain (2) by multiplying (1) by ¢ and integrating by parts.

Remark 1. (2) is valid only when, f € H-'(Q) = (H}(Q))".

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Define a functional, | : H&(Q) —s Ras,

J(u) = ;!IVulz—({fu ®)

It can be deduced that, | is in fact a C!-function, and, J'(1) : H}(Q)) — R is a bounded linear
functional having the following expression,

I = [Vuve—[fo  ¥oeH@Q) @
Q Q

Hence, we can infer that, u € H}(Q) is a weak solution of (1) < J'(ug) = 0.

1.2. Conditions on a C'-function defined on a Real Banach Space

Given a real Banach Space X and a C!-function, I : X — R, our primary objective in this section
shall be to obtain certain conditions on I in order to ensure that, 3 xy € X satisfying, I’(xo) = 0.

The answer is quite simple for the one-dimensional case. Consider the example when, X = R.
Correspondingly, choose any C!-function, I : R — R. Then, for every x1,x, € R with, x; < x, if 3
x3 € (x1,xp) satisfying, I(x3) > max{I(x1),I(x2)}, it follows that, 3 xo € (x1, x2) such that, I'(xy) = 0.

Although, for higher dimensional cases, it’s rather difficult. For example, if we consider, I :
R? — R defined as, I(x,y) := e* — y%. We can deduce that, for any (x1,y;) and (x1, —y1) in R? with
x1,41 > 0, I(x1,£y1) < 0and, I(x,0) = e* > 0. This implies that, the line, y = 0 separates the points
(x1, £y1) where,

I(x,0) > max{I(x1,y1),I(x1,—y1)}, VxeR
But, an important observation that, I'(x,y) = (e¥, —2y) helps us conclude that, # any critical point for I.

1.3. Palais-Smale Condition

Definition 2. (Palais-Smale Condition) Given a Banach Space X and, I € C'(X;R), we define the functional
I to satisfy the Palais-Smale Condition, if every sequence {xy},cn in X for which I(x,) is bounded and
I'(x,) — 0 contains a convergent subsequence.

We can infer about the above problem as discussed in the section (1.2) in case for an arbitrary
Banach Spaces using a famous result by Ambrosetti and Rabinowitz.

Theorem 1. (Mountain-Pass Theorem) Given a Banach Space X and, I € C'(X;R), assume that, I satisfies
the Palais-Smale Condition. Furthermore, suppose, 3 R > 0and, e € X satisfying, ||e|]| > R and, b =

inf I(x) > max{I(0),I(e)}. Then,3 xo € X such that, I'(xg) = 0and, I(xg) > b.
anBR(O)

Remark 2. In other words, the theorem implies that, if a pair of points in the graph of I are indeed separated by
a mountain dBR(0), then I has a critical point.

Remark 3. One of our aims in this article is to present aproof of the Mountain-Pass Theorem (1), as well as
applying the statement of the same in order to look for non-negative weak solution u € H}(Q) to the non-linear
boundary value problem (1) over a bounded domain Q) C R”, f : R — R being continuous.

d0i:10.20944/preprints202405.1021.v1
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1.4. Differentiation in Banach Spaces

Suppose, we choose any two real Banach Spaces X and Y, and, B(X;Y) denotes the space of all
bounded linear operators from X to Y. Let us further denote, X* := B(X;R). Moreover, let A C X be
open.

Definition 3. Let, xg € A. A function, I : A — Y is defined to be Frechet Differentiable (or, just differentiable)
at xo, if 3 a bounded linear operator, DI(xg) : X — Y, in other words, DI(xo) € B(X;Y) satisfying,

lim L0 +1) = I(x0) = DI(xo)h]ly _

0 5
h0 7] x ©)

Example 1. For any differentiable function, f : R — R at some xo € R, we have, f'(xo) € R. Correspondingly,
the Frechet Derivative, Df(xg) of f at the point xy has the following expression, Df (xo)(x) = f'(x0).x,
VxecR

In general, in case when, X = R, A = (a,b) and, I : A — Y be differentiable at xy € (a,b), then we
define, I'(xo) := DI(x0)(1) € Y via the canonical isomorphism, i : B(R;Y) — Y given by, i(T) := T(1).

For arbitrary real Banach Spaces X and Y, if I : A — Y be Frechet Differentiable at some xy € A,
then, corresponding to the Frechet Derivative of I at x defined as, DI(xy) satisfying (5), we write I’ (x)
to be the derivative of I at x.

Definition 4. A function, I : A — Y is defined to be differentiable on A if it is differentiable at every point of
A. Furthermore, I € C1(A;Y) if, I' : A — B(X;Y) is continuous.

Example 2.(i)  Suppose, (X, {.,.)) be a Hilbert Space and, I : X — R defined as, I1(x) = (x,x). Then,
I € CY(X;R) such that,

I'(x)y = 2(x,y), x,y € X.

(ii)  Suppose, f € H-1(Q). Define, ] : H}(Q2) — Ras,

J(u) = %/|Vu|2—/fu.
(@) (@)

We can in fact conclude that, | € C'(H}(Q); R). Furthermore,

e = [VuVe—[fo  VugeH)O.
Q Q

We can comment on some important properties of the derivative as follows.

1. (Chain Rule) A priori given X, Y and Z, and, A C X, B C Y being non-empty open sets, suppose,
I:A—Yand]:B — Zbe functions satisfying, I(A) C B. If, I and ] are differentiable at xy € A
and I(xg) respectively, then, JoI: A — Z is differentiable at x(, and,

(JoI) (x0) = J'(I(x0)) o I'(xp). (6)

2. (Mean Value Theorem) A priori given a differentiable function, I : A — Y and, xg, x1 € A, let us
define,

[X(),xl] = {/\XQ + (1 — A)xl :0<AL 1}

d0i:10.20944/preprints202405.1021.v1
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to be a line segment in A.. Then,

[11(21) = I(xo)|| < sup [|I'(x)]|[]x1 — xol|- )

x€[xo,x1]

3. (Taylor’s Formula) A priori given a function, I : A — Y being differentiable at some x € A, let us
define,

R(h) == I(x+h) — I(x) + I'(x)(h)
Then, by (5), the Remainder Term, R(h) satisfies,

_[[R()]]
it TTAT

=0, ie,R(h) =o(|[A]]). ®)

Theorem 2. Suppose, QO C R" be bounded and open, and, p > 1. Moreover, let g : R — R be a C'-function
satisfying,

L g <a+bltP,
2. 18" (D] <a+ bl

for some constants a, b. Also,

1) = [ glu(x)) ©)

Q

Then, I € C*(LF(Q);R), and, for every u € LP(Q),

Iwg = [gwy, V¢eL(@).
Q

Corollary 1. Suppose, for any continuous function, f : R — R satisfying,

[f(B)] <a+ Dbt

t
forevery,1 < p < 2233 Moreover, let, F(t) = [ f(s)ds be the primitive of f. If, I : H}(Q)) — R has the
0

following definition,

I(u) := [ F(u(x))dx.
!
Then, I € CY(H}(Q); R), and,
g = [fg  ¥eeHQ). (10)

O

2. Critical Points

In this section, we assume everywhere unless mentioned otherwise, that, X is a Banach Space, and
ACX.
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Definition 5. (Minima of a Function) Given a function, I : A — R, we define a point xog € A to be a local
minimum (resp. strictly local minimum) of I if, 3 U(x) of xo in X satisfying,

I(x0) < I(x) Vxel(x)NA (11)
resp.,
I(x0) < I(x) Vxel(xg) NA\{xo} (12)
On the other hand, x is defined to be a global minimum of I if,
I(x) < I(x) VxecA (13)

Therefore, we write, I(xy) = miE I(x).
xe

Definition 6. (Maxima of a Function) Given a function, I : A — R, we define a point xo € A to be a local
maximum (resp. strictly local maximum) of I if, 3 U(xg) of x¢ in X satisfying,

I(xg) > I(x) Vxel(x)NA (14)
resp.,
I(xo) > I(x) Vxel(x)NAN\{x} (15)
On the other hand, x is defined to be a global maximum of I if,
I(xg) > I(x) VxeA (16)

Therefore, we write, I(xo) = max I(x).
xe

Remark 4. Assume A C X to be open, and I : A — R be differentiable on A. Then,
I'(xo) =0
provided, xo € A is a local minima (or, a local maxima) of 1.

Definition 7. (Critical Point) Suppose, A C X be open, and I : A — R be differentiable on A. A point xg € A
is defined to be a critical point of I if, I'(xg) = 0. Subsequently, I(xo) € R is called the critical value.

It is evident from the definition that, local minima and local maxima of a differentiable function I
on some subset A C X are indeed critical points of I. However, the same cannot be infered about the
converse of this result.

For example, we take, X = R?, I(x,y) = x> — y*. Then, I'(x,y) = (2x,—2y), and, I'(0,0) = 0.
Thus, (0,0) is a critical point of I, although, is neither a local minima nor a local maxima of 1. It follows
from the fact that,

1(0,0) = 0, I(x,0) = x2 > 0 for, x # 0,

1(0,y) = —y* < 0 for, y # 0

Remark 5. Critical points satisfying the condition as above as termed as Saddle Points.

d0i:10.20944/preprints202405.1021.v1
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Definition 8. (Saddle Point) Suppose, A C X be open, and I : A — R be differentiable on A. We define a
critical point xy € A of I to be a saddle point of I if, for every neighbourhood U (xo) of xo, 3 x1,x2 € U(x)

satisfying,
I(x1) < I(xg) < I(x2) (17)
Definition 9. (Convex Function) A function I : X — R is defined to be convex, if V x,y € X,
I(tx+ (1 —t)y) <tl(x)+ (1—-1)I(y), Vie(0,1)

Example 3. Consider, X = R. Then, the function, f : R — R defined as, f(x) = e* is convex everywhere on
R.

Remark 6. In case when, I is convex on X, the critical points of I are in fact global minima.

Proposition 1. For a convex and differentiable function I : X — R,

I(x9) < I(x) VxeX,

ie, I(xg) = minI(x).
xeX

Proposition 2. Suppose, I : X — R be a differentiable function satisfying the following condition,

Iy) <I(x)+I'(y)(y—x) VxyeX

Then, I is convex.

Proof. To prove the result, we’ll use the definition (9) of convexity.
Given that I(y) < I(x) + I'(y)(y — x) for every x,y € X.
For A € [0,1], consider z = Ax + (1 — A)y.
By the given condition:

(x) +1'(z)(z — x)

)
(x) +I'(z)(Ax + (1 — A)y — x)
I(x) +AI'(2)(x — y)

I(z) <1
I

IN

Similarly,

I(2)

IN

) +1I'(2)(z—y)
W) +I'(2)(Ax+ (1= Ay —y)
<I(y)+ 1=M)I'(z)(x - y)

I
I

Combining these inequalities:

I(z) < I(x) + AI'(z)(x — y)
<I(x) +AI'(2)(x —y) + (1= M)I'(2)(x —y)
M(x) + (1= )I(y) + Mx = y)I'(2)
Since A € [0,1], I(z) < AI(x)+ (1 —A)I(y). Hence, I(x) is convex.

O
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Before we investigate the existence of critical points of a function, one needs to justify that, the
definitions (5) and (6) of minima and maxima respectively are well-defined.

Definition 10. A priori, given X to be a Hausdorff topological space, a function, I : X — R is defined to be
lower semi-continuous if V ¢ € R, the set {x € X | I(x) < c} is closed.

Proposition 3. (i)  Every continuous function is lower semi-continuous.
(ii) If A C X s open, then, x 4 is lower semi-continuous.

Proof.(i) We intend to show that for any continuous function f : X — R, where X is a topological
space, the set {x € X : f(x) > a} = A (say) is open for every a € R. This implies that for any
point x in X, there exists a neighborhood U of x( such that f(x) > « for all x in U.

Let & € R be arbitrarily chosen. For any point xy € A, since f(xg) > a, by the continuity of f, 3 a
neighborhood Uy, of xg such that f(x) > a Vx € Uy,.

Thus, for any xg € A, there exists a neighborhood Uy, of xg contained in A, implying A is open.

Therefore, every continuous function f : X — R is lower semi-continuous.
(i)  To prove that the indicator function x 4 of an open set A C X is lower semi-continuous, it suffices

to show that for any xg € X, and for any « < 1, 3 a neighborhood U of x( such that x 4 (x) > « for
allx € U.

Formally, let x 4 be the indicator function of A, defined as:

() 1 ifxec A
x:
xa 0 ifx¢ A

Let xp € X be arbitrary, and let & < 1 be given. Since A is open, 3 a neighborhood U of x
contained in A. Forany x € U, x € A,s0 xa(x) =1.Sincea < 1, x4(x) > a forall x € U.

Therefore, x 4 of an open set A C X is indeed lower semi-continuous.
O

Remark 7. A function which is lower semi-continuous may not be continuous. For example, we can consider
X =R,and, A = (a,b) C R forany a,b € Rwitha < b. Then, x 4 is indeed lower semi-continuous on R
(using above proposition), although it is not continuous at the points a and b in R.

Theorem 3. A priori given X to be a compact and Hausdorff topological space. Furthermore, I : X — R be
lower semi-continuous. Then, I is bounded below, and, 3 xy € X such that,

I(xg) = rxréig I(x).

Proof. I being lower semi-continuous implies that, the set, A, = {x € X | I(x) > —n}isopenV n € N.
=) 1o
Moreover, X = |J Ay, and, is compact. Hence, we must have, X = |J A, for some ny € N.
n=1 n=1
As a consequence, [(x) > —ng V x € X. Thus, it establishes that, X is bounded below.

Let us choose, il)’l(f I =1(> —o0). We claim that, such a ”I” do exists. If not, then, we consider the

collection {B, };>_; where, B, := {x eX|I(x)>1+ %} for every n € N such that,

X= U By

n=1

ny

A priori from the compactness condition of X, 3n; € N satisfying, X = |J By. In other words, the
n=1

collection, {B,,},. , indeed is a finite subcover of X for some n; € N.
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Subsequently, I(x) > 1+ nl—l, V x € X, a contradiction to the fact that, [ = igf I. O
For the ease of computation, we introduce the notion of sequentially lower semi-continuous.

Definition 11. Given a Hausdorff topological space X, a function, I : X — R is defined to be sequentially
lower semi-continuous if, for every sequence {x, } tending to x in X,

I(x) < Tim 1(x,) (18)

n—o00
Proposition 4. For a Hausdorff topological space X and a function I : X — R, the following holds true:

(1)  Iis lower semi-continuous == 1 is sequentially lower semi-continuous.
(2)  Converse holds true only if X is a metric space.

Proof.(1l) Given I : X — R to be lower semi-continuous. Suppose, (x,) be a sequence in X
converging to x, and suppose I(x,) — I(x). We wish to show that I(x) < lig infI(x,).

Since I is lower semi-continuous, for any € > 0, 3 a neighborhood U of x such that I(y) >
I(x)—e Yyel.
Since x, —+ x, 3N € NsuchthatVn > N, x,, € U.
Thus, for every n > N, I(x,) > I(x) —e.
Taking n — oo,
liminfI(x,;) > I(x) — €

n—oo

Since € was arbitrary, we conclude:

I(x) <liminfI(x,)

n—oo

Therefore, I is sequentially lower-semi continuous, and the proof is thus complete.
(2) Assume I : X — R be a sequentially lower semi-continuous function, and let « € R be arbitrary.
It suffices to establish that, the set A := {x € X : [(x) > a} is open in X.
Let x be any point in the set, say, {x € X : I(x) > a}, i.e., I(xg) > a.
Since I is sequentially lower semi-continuous, for any sequence (x,) in X converging to xo, we
have I(xg) < linl)infl(xn).
n—oo

Since x is in the set {x € X : I(x) > a}, we have linl)infl(xn) > a.
n—oo

As aresult, 3N € Nsuch thatVn > N, I(x,) > a [ . the limit inferior of a sequence is the
greatest lower bound of the set of subsequential limits ].

Therefore, for any sequence (x,) in X converging to xo, 3 a neighborhood U of x such that
I(x) > a for all x € U, which implies that {x € X : I(x) > a} is open in X.
Since a was arbitrary, this holds for all « € R. Therefore, we can conclude that, I is lower

semi-continuous.
O

Remark 8. A sequentially lower semi-continuous function on a non metrizable space may not be lower
semi-continuous. Consider the example where, X = R is equipped with the cofinite topology.
Define the function f : X — R as follows:

_ )X ifxcQ
f&) {O ifx¢Q


https://doi.org/10.20944/preprints202405.1021.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 16 May 2024 doi:10.20944/preprints202405.1021.v1

9of 31

Consider any sequence (xy) in X converging to x. Since every neighborhood of x in the cofinite topology
contains all but finitely many points of X, x,, equals x for all sufficiently large n. Therefore, li,ﬂ i{,‘f flxn) = f(x),
which makes f(x) sequentially lower semi-continuous.

Let’s examine the point x = 0. The set {x € X : f(x) > 0} is the set of irrational numbers in X,
which is not open in the cofinite topology because it contains infinitely many points. Hence, f(x) is not lower
semi-continuous.

Proposition 5. Given a Hausdorff topological space X and, I : X — R, suppose that, for every ¢ € R,
The set {x € X : I(x) < c} is compact, (19)

Then, I is bounded below, and, 3 xo € X satisfying, I(xo) = in}f{ I(x).
xe

Proof. To prove this statement, we’ll use the fact that compactness of the level sets of I implies certain
properties about I.

Suppose I is not bounded below. Then, for each n € N, 3 x,, € X such that I(x,) < —n. However,
this implies that the set {x € X : I(x) < —n} is nonempty and contains the sequence {x,}, but it
cannot be compact as the sequence has no convergent subsequence due to the unboundedness of I.
This contradicts the assumption that all such sets are compact. Hence, I must be bounded below.

Since I is bounded below, let ¢ = ;g)f( I(x). Then, foreachn € N, 3 x,, € X such that I(x,) < ¢+ %

Consider the sequence {x, }. Since {x € X : I(x) < ¢+ 1} is compact, there exists a subsequence
{xn, } converging to some x( in X. By continuity of I, I(x,, ) — I(xp). But since I(x;,) < c+ nik, we
have I(xg) < c. Conversely, since c is the greatest lower bound of I, we have I(xy) > c. Therefore,
I(x0) = ¢, and xq is the desired point. [

Remark 9. Consider, X = R. Define a function, I : R — Ras, I(x) = e~ *. We can observe that, I is indeed
smooth and bounded below, but I does not achieve its infimum. Applying Theorem (3) and Proposition (4) in
order to obtain infimum, a compactness condition either for the space or, for the function must be required.

In case for infinite dimensional Banach Space X, the compactness condition is not achieved under the norm
topology. However a certain amount of compactness is achieved to ensure the attainment of the infimum can be
obtained in weaker topology on X.

In the next section, we shall learn more about a weaker topology called weak topology on X as compared to
the norm topology defined on it.

3. Weak Topology on Banach Spaces

3.1. Weak Convergence

Suppose we consider (X, ||.||) to be a Banach Space with X* as its dual. Moreover, T be the metric
topology on X induced by the norm |[|.||, having the following definition, d(x,y) = ||x —y||, V x,y € X.

We intend to define the weakest topology 7, on X as follows : “Every functional f € X* is
continuous on X with respect to the topology T, on X”. The topology T, thus formed is defined as the
Weak Topology on X. As for convergence of any sequence under weak topology, we provide the
following definition.

Definition 12. (Weak Convergence) A sequence {x,}>_ in X is said to converge to x € X weakly, and is
denoted by, x, — x, if,

fln) — f(x)  VfeX
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Remark 10. If a sequence {x,};_, converges to x with respect to the norm ||.|| (ie., ||x, — x|| — 0as
n — o0), we assert that, x, converges to x strongly in X, in other words, x, — x.

Proposition 6. We can accumulate some important properties of weak convergence of sequences as follows:

1. xp—x inX = xisunique.

2. xy—=x inX = x, — x. The converse is not true in general.

3. xp—=x = {||xul|}52 is bounded, and, ||x|| < lirgianan.
n o]

This implies, ||.|| : X — R is weakly sequentially lower semi-continuous.

4. Suppose, X be reflexive. Furthermore, ||x,|| < M ¥V n € N for some, M > 0. Then, 3xg € X and a
subsequence, {xy, }7° 1 of {xn}r_q in X such that, x, — xo.

5. Let, Y be another Banach Space and T € B(X,Y). Then,

U X, = x = Tx, — Tx.
e IfTiscompactand, x, = x = Tx, = TxinY.
6.  If X be a Hilbert Space, Then, x, — x and, ||x,|| — ||x|| = xp — x.

Proof. 1. Suppose, {x,} and {y,} be two sequences in X such that, x, — x and, x, — y. Then, for
every f € X*, f(x,) — f(x) and, f(x,) — f(y). SInce, {f(x,)} is a sequence of numbers, hence
its limit is unique, i.e., f(x) = f(y), i.e,, for every f € X*, we have, f(x —y) = 0.

Therefore, using Corollary (4.3.4) [ref. [24, Pg 223]], we conclude, x — y = 0, and thus, the weak
limit is indeed unique.
2. By definition, x, — x means, ||x, — x|]| — 0 = Forevery f € X*,

|f () = FOO] = 1f (n = )| < [If[]-[ |20 — x|[ — 0.

Implying that, x,, — x.
Converse is not true in general.

Consider the sequence {x, }, where, x, = e,, V1 € Nin 02, where e, is the sequence whose n-th
term is 1 and all other terms are 0.

Let f be any bounded linear functional on ¢?. Then f(e,) = 1 for all n. Since e, is the unit
vector along the n-th coordinate, |f(e,)| = || fl||lex|| = ||f]| (by the Cauchy-Schwarz inequality).
Therefore, f(e,) = 1 for all n implies that f does not converge to 0 as n — co. Hence, x,, = ey,
converges weakly to 0.

For strong convergence, we need to show that ||x, — 0|| = |lex|| — 0 as n — co. However,
llen|| = 1 for all n, so ||x, — 0]| = 1 for all n, which does not tend to 0.

Therefore, the sequence x, in £? converges weakly to 0 but does not converge strongly.
3. Given, x, — x. Thus, f(x,) = f(x) Vf € X* = {f(xs)} is a convergent sequence of
numbers, hence is bounded.

Let, |f(xy)| < ¢ 7 Vn € N, where, ¢ £ is a constant depending on f, but not on n. Using the
canonical mapping, C : X — X** (ref. (5) of Sec. 4.6 [24, Pg. 240]), where X** denotes the double
dual of X, we can in fact define, g, € X** by,

gn(f) = flxn),  feX

Then,

()l = If(a)l <c;  neN.
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Implying that, the sequence, {|g.(f)|} is bounded for every f € X*. Since, X* is complete, by
(2.10.4) [Ref. [24, Pg. 120]], we can apply the Uniform Boundedness Theorem [Ref. [24, Pg. 249]] to
conclude that, {||gx||} is bounded.

Now, ||gn|| = [|xx]| by (4.6.1) (Ref. [24, Pg. 240]) helps us conclude that, {||x,||} is bounded.

As for the second part, if, x = 0, then, ||x|| = 0, and the statement is obviously true. Now, we
assume, ||x|| # 0. By Theorem (4.3.3) (Ref. [24, Pg. 223]), 3 some f € X* such that,

Al =1, f(x) =[]l

Since, {x,, } converges weakly to x, and, f is indeed continuous, we have,

lim f(x,) = f(x) = [|x]|.

n—o0
But £(xu) < £ (xu)] < [If]1 ] = [lxs]|. Hence,
timin [l | > Jim, £(x0) = [}/

To prove this statement, we can utilize the Eberlein—Smulian Theorem, which states that in a reflexive
Banach space, every bounded sequence has a weakly convergent subsequence.

Since X is reflexive, every bounded sequence in X has a weakly convergent subsequence.

Let {x,}%_; be a bounded sequence in X, i.e., ||x,|| < M for all n € N. By the Eberlein-Smulian
Theorem, 3 a subsequence {x;, }?> ; of {x}7" ; such that x,, — xpin X.

Therefore, x,,, — xo weakly, where xy € X and {x;, }3 , is a subsequence of {x, }>_;. The proof
is thus complete.
e  Given, x, — xin X, thus, f(x,) — f(x) for every f € X*.We intend to show that,

¢(T(xn)) — ¢(T(x)) VeV
In other words,
(poT)(xn) — (¢oT)(x) VeeY”

Although, p o T € X*, therefore, our hypothesis guarantees our desired conclusion.
*  Suppose T is a compact operator from X to Y, and x, — x in X implies Tx, — Txin Y.

By the definition of compact operators, every bounded sequence {x,} in X has a weakly
convergent subsequence {xy, } in X. Suppose, x,, — x. Since T is compact, {Txy, } has a
convergent subsequence {Tx,, }inY. Let Tx,, — yinY.
j j
Now, we have x,, — x and Tx,,_— y. Since weak convergence implies boundedness, we
j j
have {x;,, } isbounded in X.
j
By the first part of the statement, Tx;,, — Txin Y. But since Tx,, convergestoyinY, by
j
uniqueness of limits in Banach spaces, Tx = y. Hence, Tx, — TxinY.

Therefore, if T is compact and x, — x implies Tx, — Tx in Y, and the statement holds true.
To prove this statement, let X be a Hilbert space, and suppose x, — x weakly in X. Also, assume

that ||x,|| — ||x]|
Since x, — x weakly, for any y € X, we have (x,,,y) — (x,y).

Now, consider the sequence y, = x, — x. We have:
lynll® = Y yn) = tn — 2,50 — %) = [l | = 200, ) + || ]|

Given that ||x, || — ||x]|, and (x,, y) — (x,y) for any y, it follows that (x,, x) — (x, x).

d0i:10.20944/preprints202405.1021.v1


https://doi.org/10.20944/preprints202405.1021.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 16 May 2024 doi:10.20944/preprints202405.1021.v1

12 of 31

Thus, [|yall* = [l [I> — 2(xn, x) + [[x[I> = [lx]|> = 2(x, x) + [|x]|> = 0as n — co.
This implies that ||y,| — 0. But ||yx| = ||x» — x||, so we have x, — x in X.
Therefore, if X is a Hilbert space, x, — x weakly and ||x,|| — |/x||, then x,, — x strongly in X.

O

3.2. Existence of Minima

Theorem 4. Given a reflexive Banach Space (X, ||.||), suppose, A be a weakly sequentially closed subset of X.

Define, I : A — R satisfying the following:
(I) (Compactness Condition) I is coercive on A, i.e.,
I(u) — oo as ||ul] — oo, u € A.
(II) I is weakly sequentially lower semi-continuous on A, i.e., if un, u € A with u, — win X, then,
I(u) < liigigfl(un).
Then, I is indeed bounded below, and, 3 uy € A such that,

I(ug) = rur.lei? I(u).

Proof. Let us denote, | := inf {I(u) | u € A}. We intend on proving that, | > —oo and, I(ug) = I for
some 1y € A. Suppose, {u,} C A satisfying, I(u,) — 1.
A priori using the fact that, I is coercive on A, 3 M > 0 such that, ||u,|| < MV n € N.

[e9)

Since, X is reflexive, 3 a subsequence {uy, } 32, of {un}5 ; with u,, — ug in X for some 1y € X.
Moreover, A being weakly sequentially closed, we thus conclude that, 1y € A. Also, I is given to
be weakly sequentially lower semi-continuous on A, which yields,

I < I(ug) < h,fgic{}fl(”ﬂk) =1= 32£I(u).

And the proof is complete. [
3.3. Applications of the Existence of Minima

3.3.1. Application in Linear PDEs

We can in fact utilize Theorem (4) in order to find solutions to linear partial differential equations
in the following manner.

Theorem 5. Suppose, O C R" be a bounded domain. For every f € L?(Q) (more generally, f € H~1(Q)), 3
a weak solution, uy € H}(Q) to the following problem,

—Au=f inQ
{ u=20 on 00} (20)

In other words, for every ¢ € H}(QY),

[vuve= [ fo.
O 9]


https://doi.org/10.20944/preprints202405.1021.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 16 May 2024 doi:10.20944/preprints202405.1021.v1

13 of 31

3.3.2. Constrained Minimization

A priori given a Hilbert Space X over Rand f,¢ € C'(H,R), let us define, G := {u € H : g(u) =
0}. Moreover, let, g’ (1) # 0V u € H (This implies that, G is a manifold of co-dimension 1).

An important observation is, the gradient of g, denoted as g’'(u) is in fact normal to G.
Correspondingly, the tangent space T,, at u € G is defined as,

T,:={veH: (¢(u),v) =0}
Definition 13. A point uy € G is defined to be a critical point of (f|c), i.e., (f|c) (uo) = 0if,
fl(ug)(v) =0 VoeT,.

T,, being of co-dimension 1, we conclude that, f' (1) = pug’(uo), for some u € R.
u in the above case is defined to be the Lagrange Multiplier.

Proposition 7. If 3uy € G and, f(up) = mig{ f(u)} € G, then, we have,
ue

(fle)' (uo) =0.

3.3.3. Application in Non-Linear PDEs

Assume () C R" be a bounded domain. We choose, A € Rand, 1 < p < EZﬁg

obtain a weak solution to the following non-linear Dirichlet boundary value problem,

. We intend to

—Au=|ulPlu+Au  inQ

u>0,uz0 in Q (21)
u=20 on 9}
In other words, V ¢ € H}(Q),
/VuOch :/|u|”*1u0¢+)\/u0¢. (22)
Q 0
Taking, ¢ = ug in (22),
/|Vuo|2 :/|u|p+1+/\/ué. (23)
Q Q

Applying the Sobolev Embedding Theorem, we can in fact obtain the following embedding, H}(Q)) —
L1(Q), where, g < 2. Moreover, g = p + 1 helps us conclude that, there indeed exist a weak solution

(n-2)
to the equation (21) in H}(Q) forevery 1 < p < EZE;

Suppose, ¢ € H} (Q) with ¢ > 0 be the Eigenfunction corresponding to the first Dirichlet Eigenvalue,
A1(QY) of —A for the Dirichlet boundary condition as described in (21), having the following expression,

({ V|
AM(Q) = inf
! v | 4
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Furthermore, from (21),

—-Ap=A(Q)p nO
{ =0 on d() @4)

Proposition 8. For1 < p < E g and, A > A1(Q), the problem (21) admits no solution.

Sobolev Embedding Theorem ensures the existence of an embedding, H} (Q)) < LP™1(Q), which is

7(n+2)
p_( 2) 7 ,n > 3.

compact for every p < ( )

Theorem 6. Assume, 1 < p < E"H; For every A € (—o0,A1(Q)), the Dirichlet boundary value problem

(21) admits of a weak solution. In other words, 3 ug € H}(Q) satisfying,

/ ViV = / lito|P~ Vg + A / . 25)
Q (@)

for every ¢ € HL(Q).
Proof. Proof of the above result primarily hinges on two claims. First, we shall introduce some

notations.
We define, | : H}(Q) — Ras,

1 A

2 p+1 _ 7 2

1) /|V| +1/|”| 5 [
O Q

Moreover, for ¢ € C'(R) given by, ¢(t) := ||/ "1t + At, and, G(t) :=

1 A
- - p+1 i 2
G(u) ; 1/|u\ +2/u
0

Q

g(s)ds, we can in fact infer that,

o

and, also, G € C'(H}(Q),R). Thus, ] € C'(H}(Q),R) as well and also for every u € H}(Q) and
V¢ € Hy(Q),

J ()¢ /VuV¢ /|u|"’ Yug — A/u4> (26)

Which suggests that, if ug € H}(Q) with J'(up) = 0, then ug should satisfy (25). Hence, it only suffices
to check for critical points of .
Choose 0 # uq € H&(Q) Therefore, forany t € R, tu € Htl)(Q) as well, and,

)\t
(f1) 2/‘ p+1/| 1 "
Q

A priori fromt he fact that, | is unbounded below on H}(Q), in other words, J(tu1) — —oo as
t — oo, we conclude that, | does not admit any minimum on H(l) (Q).
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To find critical points of |, we denote,
A:={ueHY(Q) : /|u|r’+1 —1
@)

and, I : A — Ras,

1 A
I(u) = §/|Vu|2—§/u2.
Q Q

As a result, using Theorem (4), we state our first claim.
Lemma 1. Forany A € (—oo,A1(Q))), I is bounded on A. Further, 3 u, € A satisfying,

I(uy) :rurggl(u).

On the other hand, considering,

glu) = [ |ulP*t —1
/

and, subsequently, we define, A := {u € H}(Q) : g(u) = 0)}. Hence, applying the concepts of
constrained minimization as mentioned in Definition (13), we can in fact, establish our second claim.

Lemma 2. For every A € (—o0,A1(Q)), I cx > 0 such that,

J'(eaup) = 0.
In this case, we can in fact deduce that, ¢y, = (u(p + 1))1/(;:—1), for some u € R;..
Therefore, 1) := cju, is a weak solution of (21). Furthermore, u; > 0,1, # 0implying, /) > 0,
and the proof is complete. [

Remark 11. For p = EZJ_% the embedding, H} (Q) < LPT1(Q) is not compact. Under this scenario, the
corresponding Dirichlet boundary value problem (21) is termed as the problem with lack of compactness, or, the
critical exponent problem. As a result, the set A as defined above during our second claim need not be weakly
sequentially closed, and thus our desired result is not achieved. In fact, the existence of weak solution in this case

depends stricly on the choice of A and the geometry of Q.

Theorem 7. (Pohozaev’s Identity) A priori given a locally Lipschitz function, f : R — R with, QO C R"
being a bounded domain with smooth boundary. Moreover, let u € C2(Q) N C1(Q)) satisfies,

—Au=f inQ
{ u=20 on 00} 27)

t
Define, F(t) := {f(s)ds. Suppose also that, v(x) is the unit outward normal at x € 9Q) and, % = Vuw.

Under these assumptions, we have the following identity,

Zn/F(u) - (n—Z)/f(u)u = /x.v (gi)z (28)
o) Q

Q)
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As an important derivation from the above identity, we might infer the following.

Corollary 2. Assuming, Q) = B(R), the following Dirichlet problem,

(n+2)

—Au =ut=2 +Au  in B(R)

u>0,u#0 in B(R)

u=0 on dB(R)

doesn’t admit any solution in C?(Q) N CH(Q) for every A € (—0,0].
Theorem 8. 3 A1(Q) > 0and, ¢y € Hé(Q), ¢o > 0, po # 0 satisfying,

M(Q) = [ 1Vl
Q

and,

—Apo = M (Q)o i Q)
¢$0>0,¢p Z0 in ()
¢$o=0 on Q)

Furthermore, ¥ ¢ € Hé (Q), we must have,
2
M@ [¢2 < [199]
Q Q
Proof. We define,

S;={¢pcHNQ) : 4)2:1}
e

Hence,

M (Q) = inf {/ |V¢|2}
Q

(29)

(30)

Applying a result by Poincare, A1(Q2) > 0. We choose a minimizing sequence ¢, € S, such that,

/|V¢n|2 s A(Q).
O

Implying that, ¢, is bounded in H}(Q). Thus, 3 a sunsequence, {¢n, }3>; of {¢n}5; with ¢, — ¢
in H}(Q)). From Rellich’s Theorem, H}(Q) — L?(Q) is indeed compact. Hence, ¢, — ¢ in L2(Q),

and,
. 2 _ 2
jim [ g%, = [ 4%
Q Q

Now,qbnkeSand,f(p%:l = ¢ €S.
Q
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Furthermore, ||.|| HI(Q) being weakly sequentially lower semi-continuous implies,

M) < [ 190l < liminf [ [V, [* = ().
@) @)

Therefore, A;(Q) = [ |V |*.
0

Moreover, assuming ¢g > 0, f(u) = [ |Vu|* and, g(u) = [ u? — 1, where, u € S, we obtain,
Q Q

g’(u)u:Z/uzzzyéO.
o)
A priori from the concepts discussed in the section of Constrained Minimization, we get,
[ V90v9 =2u [ o0
Q Q

1 being the Lagrange Multiplier. Setting ¢ = ¢ € S, we obtain, A1(Q) = 2.
Applying (30),

[VTe=1(Q) [0, Vo eH}(Q).
Q Q

We thus conclude that, A1(Q)) and ¢ indeed solve (30).
Forany, u € HS (Q) , u # 0, defining, v = —*—, it can be observed that, v € S as well, so by

(&)

definition of A1 (),
J|Vul?
M) < [1vof =2y
o o}
ie.,

And, hence the proof is complete.
O

4. Ekeland Variational Principle and its Applications

4.1. Variational Principle

Assume, I € C!(X,R) to be bounded below. Ekeland Variational Principle yields a sequaence of
minimizers of I over X with certain conditions, which enables us to conclude that, in various situations
we can derive the infimum of I over X. Especially, this principle is quite beneficial for problems of
minimax type.

d0i:10.20944/preprints202405.1021.v1
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Theorem 9. (Ekeland Variational Principle-Strong Form) Given a complete metric space (X, d), and a
lower semi-continuous function I € Cl(X,]R) which is bounded below, for every e > 0, A > 0and, xy € X

satisfying,

I(xg) < igfl%—e,

3% € X such that, the following conditions hold true:

(1) I(x)+ (%) d(x, x0) < I(x0).
(2)  d(xp, %) <A
(3) I(x) <I(x)+ (£)d(x,x), VxeX,x#*

Proof. Suppose, d(x,y) := $d(x,y). Then, (X,d;) is complete. Moreover, for x € X, we define,

G(x):={y € X : I(y) +di(x,y) < I1(x)}.
The above definition yields the following:

(1) x € G(x) and, G(x) is in fact closed.
(2) G(y) C G(x)if, y € G(x).
(3) Fory e G(x), wehave, dq(x,y) < I(x) — v(x), where, v(x) := Zeig(fx) I(z).
A priori from the fact that, I(.) + d1(x,.) being lower semi-continuous, and by definition, we can assert
that, G(x) is indeed closed and, x € G(x).
Let,z € G(y) = I(z) +di(z,y) < I(y) = I(y) +d1(y,x) < I(x). Hence, (2) follows from

the triangle inequality. Subsequently, we can deduce (3) using definitions of G(x) and v(x).
Starting from xy, our objective is to construct a sequence, {x, } C X such that,

1
Xni1 € G(xy) such that, I(x,11) < v(xy) + o forn > 0.

Since, v(xg) = xeiGn(fx : I(x), thus, 3 x1 with,
0

x1 € G(xp) such that, I(x1) < v(xp) + %

Now;, considering v(x7), we obtain x, and so on. Using the fact that, x,,11 € G(x,) for every n > 0,
and (2),

G(xn) D G(xy41) Vn>0.
We can derive that,

diam G(x,41) = sup{di(x,y) : x,y € G(xy41)} —> Oasn — oo.

Now, {G(xy) }n>0 being a decreasing sequence of closed sets with diameter tending to 0, by Cantor’s
Intersection Theorem, we get,

() G(xn) = {x} for some ¥ € X.

n=0
We claim that, ¥ is the required point satisfying all the conditions as described in the statement of the
Theorem.
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% € G(xg) = I(%) 4+ di(xo, %) < I(xp). Furthermore,
d1(%,x0) < I(xp) —v(xg) <e.

Important to observe that, G(x¥) = {x}. Then, for every x € X, x # %, we must have, x ¢ G(%).
Consequently,

I(x) +dy(x, %) > I(%).
That completes the proof, a priori using definition, d; = $d. O
For the case, A = 1, we can have a weaker version as follows.

Theorem 10. (Ekeland Variational Principle-Weak Form) Assuming (X, d) to be a complete metric space,
and I : X — R be lower semi-continuous and bounded below. For every chosen € > 0, 3 x¢ € X satisfying,

(I)  I(xe) < ig}f{l(x) +e
(IT)  I(xe) < );(x) +ed(x, xe) Vxe € X,xe #x.

As a corollary, one can deduce the following.

Corollary 3. Suppose, X be a Banach Space, and, I € C'(X,R) be bounded below. Then, 3 a sequence,
{xn }n>0 in X satisfying,

I(xy) — inf I(x) and, I'(x,) — 0in X*.
xeX

Proof. Applying the weak form of Ekeland Variational Principle (Theorem (10)), a priori given any € > 0,
3 xe € X satisfying,

I(xe) < ig}fl—l—e

I(xe) < I(x)+e€llx—xe||, VxeX, x#xe (31)

Choose, x =xc =ty,t >0,y € X,y #0.

(31) yields,
I(xe) — I(xe + ty) < et||yl]-
Thus,
i {2 L) g
t—0 t

= —I'(x)(y) <ellyll, VyeX

= I'(xc)(y) <ellyll, VyeX (changingyto —y)

1) = sup { LEEM YL <

vex Uyl
y#0
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Now, taking € = % , Xe = Xy, we thus have,

1
infl < I(x,) <infl+- = [|I'(x,)]| <
X X n

S|

Hence, we conclude our desired result using definition of strong convergence. [

4.2. Palais-Smale Condition

We begin with a proper definition of the above.

Definition 14. Assume X to be a Banach Space, and, I € C'(X,R). For any ¢ € R, we say that, I
satisfies the Palais-Smale Condition at c ( (PS). as abbreviation) if, every sequence {x,},>0 C X with,
I(xn) = ¢, I'(xy) — 0in X*, has a convergent subsequence.

If in fact, I satisfies (PS). at every ¢ € R, then, we conclude that, I indeed satisfies the Palais-Smale
Condition ((PS) as in short).

Theorem 11. X be a Banach Space, and, I € C'(X,R) is bounded below. Furthermore, let, I satisfy (PS).,
where, ¢ = igf I. Then, 3 xg € X satisfying,

I(xg) = J}rg)f(l(x) and, I'(xp) = 0.

Proof. Corollary (3) implies that, 3 a sequence {x, },>0 C X such that, I(x,) — 'me I = ¢ (say), and,

I'(xy) — 0asn — oo. Since, I satisfies the (PS)., 3 a subsequence, {xy, }x>0 of {xn},>0 and xp € X
satisfying, x, — x¢ in X.
Now, I € C}(X,R) and I’ € C(X, X*) both being continuous, we shall obtain,

I(xp) = lim I(x,,) =¢,
k—o0
and,
I'(xg) = lim I'(xy, ) = 0.
k—o00
and the result holds true. [

(n+2)
(n—2)"

Corollary 4. Suppose, 3 C R" be bounded, and, 1 < g < p <
I:H}(Q) — Ras,

For every A € R, we define,

1 1 A
W) =5 [ 1Vuf = o [l =5 [t )
Q Q Q

Then, I satisfies the (PS) condition.

Corollary 5. Let, p = gzt;g, and, I be defined as in (32). Then, I satisfies (PS), for every ¢ € (—oo, Lgn/ 2),

where,

s=infd [|Vul : we Hj (@ and, [|uf/0D =1
Q Q

S as defined above is termed as the Best Sobolev Constant. Moreover, I does not satisfy (PS)., where,
_1¢n/2
c= HS .
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Proof. ¢  To prove that [ satisfies (PS). for ¢ < %S”/ 2, where S is the Best Sobolev Constant, we
proceed as follows:

Given ¢ < 18"/2,let {u,} C H}(Q) be a Palais-Smale sequence at level c. By definition, this
means that I(u,) — cand I'(u,) — 0asn — .

We aim to show that every Palais-Smale sequence at level ¢ has a convergent subsequence. To do
so, we will use the Mountain Pass Theorem.

The Mountain Pass Theorem states that if I satisfies certain conditions, including the Palais-Smale
condition and coercivity, then it possesses a critical point at every level below the Mountain Pass
value.

Now, since ¢ < %S"/ 2 it implies that ¢ is below the Mountain Pass value vy. Therefore, by the
Mountain Pass Theorem, every Palais-Smale sequence at level ¢ has a convergent subsequence
converging to a minimum of I.

Hence, I satisfies (PS). for c < 15m/2,
e To prove that (PS), fails for ¢ = %S”/ 2 where S is the Best Sobolev Constant, we construct a
Palais-Smale sequence {u,} C H}(Q) at level c that does not have a convergent subsequence.

Given ¢ = %S”/ 2, we construct a Palais-Smale sequence {u,} as follows:
Define,

uy(x) = | /ﬁ sin(A,x1) sin(Apxp) - - - sin(Ayxy,),

where A, is the n-th eigenvalue of —A with Dirichlet boundary conditions.

Each function u, is an eigenfunction of —A with Dirichlet boundary conditions, normalized such
that ||u, || = 1. Therefore, I(1,) achieves the desired level ¢ = 15"/2.

By the properties of eigenfunctions, I’ (u,) = uy — A (Q)uy = (1 — A1(Q))uy,. Since A1(Q) >0,
I'(uy) — 0asn — oo.
However, the sequence ||u,|| does not converge, as it remains constant for all n. This lack

of convergence implies that there is no convergent subsequence, violating the Palais-Smale
condition.

Hence, we've found a Palais-Smale sequence {u,} at level ¢ = %S”/ 2 that does not have a
convergent subsequence. Therefore, I fails the Palais-Smale condition at ¢ = %S”/ 2,
e Given the functional I(u) defined as:

I(M):%/Qwuﬁ—@/nuz

where A1 (Q)) is the first Dirichlet eigenvalue of —A on (), we aim to derive the Best Sobolev
Constant S, defined as:

5= inf{/ IVul i ue Hg(n),/ 2/ (=2) = 1}
(@) (@]

Consider the functional J(u) = [, |Vu|? subject to the constraint [, [u]*"/ (n=2) — 1, By the
Euler-Lagrange equation, the critical points of J(u) subject to the constraint satisfy:

—Au A+ Al (=2)=2y — 0

where A is a Lagrange multiplier. Let u be a nontrivial solution of the above equation. By scaling,
we may assume that [|u|[, 2,/ 2 = 1. Then, by the variational characterization of A1(Q)), we
have:
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2
o= B

Since ||| 2n/(n-2) = 1, we have [, |u|?"/("~2) = 1, implying that [, [u|? achieves its maximum.
Thus, A1(Q) is the smallest eigenvalue. Therefore, the Best Sobolev Constant S is equal to the
first Dirichlet eigenvalue A1(Q)) of —A on Q).

Hence, S = A1(Q)). This completes the proof.
O

Proposition 9. Suppose, A1(Q) be the first Dirichlet Eigenvalue of —A. Define, I : H} (Q)) — Ras,

I(u) :== %/|Vu|z—@/u2.
0 0

Then, I does not satisfy Palais Smale Condition at the point 0.

Proof. Given the functional I(u) defined as:

I(u)z%/gWuF—L(ZQ)/Quz

where A1(Q) is the first Dirichlet eigenvalue of —A on (), we aim to demonstrate that I does not
satisfy the Palais-Smale condition at the point 0.

To do so, we construct a sequence {u, } C H}(Q) such that I(u,) — 0, [|un|| — o0, and I’ (1) — 0
asn — oo.

Consider the function,

1
1 (x) = ( ﬁ) " sin(Ayx1) sin(Anxa) - - - sin(Apxy),

where x = (x1,%2,...,%y) represents the spatial coordinates in (), and A, is the n-th eigenvalue of —A
with Dirichlet boundary conditions.
Now, let’s justify the properties:

e Convergence of I(u,) — 0: Substituting u, into I(u), we have:

H(ty) = 1/\” ~ M(Q)

> 2—>0

as n — oo, since A, is the n-th eigenvalue and A1 (Q) is the first eigenvalue of —A on Q).
e Divergence of ||u|| — co: The norm of u, is given by:

1
ol = [ /<2 = o0
e AM(QY)
as n — o0,

e  Convergence of I'(u,) — 0: The derivative of I(u) at u, is given by:
I'(uy) = (1= A (Q))uy — 0
as n — oo, since A1(Q) > 0.

Therefore, the sequence {u, } satisfies the conditions for the Palais-Smale condition to fail at the
point 0. Thus, the functional I does not satisfy (PS)p. [
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Lemma 3. Consider a Banach Space X and, I € C'(X,R). Assume, « = lim I(u) € R. Then, 3a

|[uf|—e0
sequence, {un }n>0 C X satisfying, ||un|| — oo, I(uy) — aand, I'(u,) — 0.

Proof. A priori it is given to us that, I € C!(X,R) on the Banach space X, with a = ! l‘i‘m I(u) € R.
u||—oo

Let e > 0 and ug € X. Then, Ekeland’s Variational Principle says that 3 u € X such that:

1. I(u) < I(ug),
[lu—uol| <e,
3. I(u) <I(v)+ n||u—o||* forall v # u.

N

Now, we try to construct a sequence {u, } which’ll satisfy the desired conditions. Choose 1y € X
arbitrarily and € = 1. By Ekeland’s Variational Principle, there exists u; € X satisfying conditions (1),
(2), and (3) with e = 1.

Now, recursively construct the sequence {u,} as follows: For n > 2, apply Ekeland’s Principle
with e = % and ug = u,_1. This gives us u, satisfying conditions (1), (2), and (3) with € = %

By our construction, the sequence {u, } satisfies the following properties:

e I(up) < I(uy_q) for all n, implying that {I(u,)} is a decreasing sequence.

o ||un —uy_1]| < L forall n,so {u,} is a Cauchy sequence.
* By the completeness of X, {u,} converges to some u € X.

Furthermore, since {I(u,)} is decreasing and bounded below by &, it converges to a. Also, since I is
continuously differentiable, I’(u,) converges to I'(u) = 0 as n — oo.

Assume if possible that, ||uy|| - co. Then, there exists M > 0 such that ||u,|| < M for all n. But
then nlgrolo I(uy) = —oo, contradicting the assumption that « is finite. Thus, ||u,|| must tend to infinity.

Therefore, we have constructed a sequence {u,} satisfying all the desired properties using
Ekeland’s Variational Principle. Thus the proof is complete.
O

As a consequence of Lemma (3), we can conclude the following.
Proposition 10. If I € C'(X,R) is bounded below, and satisfies the (PS) condition, then, I is coercive.

4.3. Applications
We can in fact observe an application of Ekeland Variational Principle to derive critical point(s) at

the minimax level.

Theorem 12. (Brezis Theorem) Given a Banach Space X and, I € C'(X,R), assume K to be a compact metric
space. Moreover, let, Ky C K be a closed set, and, pg : Ko — X be a continuous function.

Define,
= {p e C(K,X) : plx, = po}
and,
b ) = jof 10 >
Also, suppose that,
I I Vperl. 34
rgleal? (p(¢)) > Igré% (po(8)) pe (34)

Then, 3 a sequence, {xn }n>0 C X satisfying, I(x,) — cand, I'(x,) — 0in X* as n — oo.
Furthermore, if I satisfies (PS)c, then, 3 xo € X with, I(xg) = cand, I'(xy) = 0.
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Important to mention that, the proof mainly hinges upon the following result.

Lemma 4. (Pseudo-Gradient Lemmna) Assume any metric space Y, and X to be a Banach Space with,
F € C(Y, X*). Given any o > 0, 3 a function, h : Y — X, locally Lipschitz such that, ¥y € Y,

e Jhyllx <1
o (F(y),h(y)) > IF(y)|lx — 0

Brezis Theorem can also be considered as a generalization of the Mountain-Pass Theorem
introduced by Ambrosetti and Rabinowitz.

Theorem 13. (Mountain Pass Theorem) A priori under the assumptions that, X be a Banach Space and,
I € CY(X,R) satisfies (PS). Moreover, we consider the following condition,

IR > 0and, e € X such that, ||e|]| > Rand, b= inf I(x) > max{I(0),I(e)}. (35)
XGaBR(O)

Then, 3 xo € X satisfying, I'(xg) = 0and, I(xg) = ¢ > b, where, we can in fact characterize c as,

c= ;2{ max I(p(t)).

such that,

I'={peC((01],X) : p(0)=0,p(1) =e}.

Proof. A priori from the definition, we have, ¢ < co. Thus, for every p € T, p([0,1]) N 0Bg(0) # ¢. As
a result,

max I(p(t)) = max I(x) > inf I(x)=0 (36)

te(0,1] x€p[0,1] " x€9BR(0)
Therefore, ¢ > b. To establish the existence of critical point, we need to utilize the hypothesis of Brezis
Theorem. Let, K = [0,1] , Ko = {0,1}, po(0) = 0 and, po(1) =e.
Now then it remains for us to verify the condition (34). Although, from (39), we obtain,
max I(p(t)) > inf I(x) =0b > max{I(0),I(e)}.

te[0,1] " x€9BR(0)
Applying Brezis Theorem, we conclude that, 3 xg € X satisfying, I(xo) = c¢ and, I'(xg) = 0. This
completes the proof. O

Remark 12. The statement of the Mountain Pass Theorem need not be true in case if I does not satisfies (PS).
For example, we can look into the function, I € C'(R?,R) defined as,

I(x,y) :== x* — (x = 1)%2

SInce, 1(0) = 0 and, 0 is in fact a local minima, we can choose R > 0 small enough such that, b =

gnf( )I(x) > 0. Furthermore, given e € R? with, |e| > R and, I(e) < 0. It can be observed that, all the
x€dBR(0

conditions of the Mountain Pass Theorem are satisfied, except that, I satisfies (PS).
Also, since 1(0) = 0 and, 0 is indeed the only critical point of I, there B any xo € R? satisfying,
I(xg) > b>0and, I'(xg) = 0.

Remark 13. Geometrically speaking, Mountain Pass Theorem implies that, if a pair of points in the graph of a
function I are indeed separated by a mountain range, then 3 a mountain pass containing a critical point of I.
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Another version of the famous Mountain Pass Theorem can be found in [15].

Theorem 14. Given a Banach Space X, and I : X — R be a C! functional which indeed satisfies the (PS)
condition. Suppose, S be a closed subset of X which disconnects X. Furthermore, given xy, x1 € X which belong

to distinct connected components of X \ S, if I is bounded below in S, and in fact, the following condition is
verified:

irs1fI > band max {I(xp),I(x1)} <b (37)
Also, let,

I'={fecC((01],X) : f(0) =x0,f(1) =x1}.
Then, we shall have,

c= }relg max I(f(t)) > —o0 (38)

will be a critical value. In other words, 3 xo € X satisfying,
I(xg) =c, I'(x0) = 0.

Remark 14. The connectedness referred above is in fact arc-wise connectedness. Thus, X \ S is indeed a union
of open arcwise connected components (ref. [16, Pg-116]). Hence, xo and x1 being in distinct components
implies that, any arc in X connecting xo and x intercept S.

For example, one can in fact consider X to be a hyperplane in X or, the boundary of an open set [in particular,
the boundary of a ball].

5. Applications to the Critical Point Theory

Theorem 15. Suppose, 1 < q < p < EZJ_FQ, and, A € R. Also, we consider QO C R" to be a bounded domain.

Then 3 ug € H(QY) which is in fact a weak solution of the problem,

—Au = |ulPlu+ Al inQ

u=20 on 9Q) (39)
uz0 in Q)
in the sense that,
/VMOV<P = / |u0|pfluo¢+)\/ o™ ugp V¢ € D(QQ). (40)
Q Q Q

Proof. We define, I € C'(H}(Q),R) as,

)= 5 [1VuP = [l = 2 [,
2Q p—l—lQ q+10

Clearly, we can verify that, I satisfies (PS). Next we check the conditions for the Mountain Pass Theorem.
We obtain,

1(0) = 0.

d0i:10.20944/preprints202405.1021.v1
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SInce, H}(Q)) < LPT1(Q) , H{(Q) — L771(Q)), hence,
Jrr <ttt < efjul
Q Q
for some ¢ > 0. Therefore,
1 c c
I(u) > ||ul? = ——[|ul|PTt = ——=A]|u||TH!
(1) = > [[ul] erl|| I P [l
1 P q
= 1 gl =l = coAlfuf[7 ¢ []u]
For ||u|| = R, we have,
1
I(u) > {2R —c1R? — CQRq} R
Since, p,q > 1, thus choosing R small enough such that,
I(u) > a, on ||u|| = R for some a > 0.
Let us take any u; € H(l) (Q)). Thus, tu; € H(l) (Q)) for any t € R. Now, from the fact that,
I(tuy) — —c0 ast — oo.
Choosing t large enough such that, ||tou1|| = |to|.||u1]] > R and, I(tou1) < 0, and, e = tou, and

applying the Mountain Pass Theorem, we can assert that, 3 1y € H}(Q) > I'(up) = 0 and, I(ug) > a.
It can also be derived that, ug # 0, as, a > 0, and the proof is thus complete.
O

On the other hand, Brezis and Nirenberg [28] has developed signifcant results in observing the
model problem:

—Au=uP+Au inQ
u=20 on Q) 41)
u>0 in Q)

When p = gztg ,n > 3 and, A be any real constant. We can consider the following cases.

Theorem 16. In case when, n > 4, the problem (41) indeed has a solution for every A € (0, A1), where, A
denotes the first eigenvalue of —A.
Moreover, the problem does not admit any solution if A ¢ (0, A1) and, Q) is starshaped.

Theorem 17. For n = 3, the problem (41) turns out to be much more delicate. In this scenario, a complete
solution exists only if () is a ball. Subsequently, we shall have that, (41) yields a solution iff A € (%)q, A1> , M
being the first eigenvalue of —A.

Remark 15. In case when p > (Zfi) , Brezis and Nirenberg [28] discusses the concept of commenting on the
results related to existence of solutions to (41) using the notion of general Bifurcation Theory. For example,
as mentioned by Rabinowitz [29], the problem (41) possesses a component € of solutions (A, u), which meets

(A1,0) and which is unbounded in R x L*(Q)). Furthermore, if p = Eztgg and n > 4, applying the result in
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Theorem (16), we can conclude that, the projection of € on the A-axis does in fact contain the interval (0, A1)
(with appropriate modifications being done whenn =3, p = 5).

As in another scenario when, p > gztg and Q) is star-shaped, then the problem (41) has no solution for
A < A*, A* being some positive constant depending on Q) and p. This was explicitly derived by Rabinowitz
[30] for the case when, n = 3, p = 7. One can in fact use similar argument in the general case by applying

Pohozaev’s Identity.

In greater generality as compared to the Dirichlet boundary value problem (41), Brezis and
Nirenberg [28] also have dealt with the following problem in detail:

—Au=ul+Au7 inQ
u=>0 on 0Q) (42)
u>0 in Q)

Where, p = EZ% and, 1 < g < p, A > 0being a constant. Considering different cases for n, we can

conclude about the existence of solution (if any) for (42) in the manner as described below.

Theorem 18. For n > 4, the problem (42) indeed admits of a solution for every A > 0.

Theorem 19. In case when n = 3 and consequently, p = 5, we can assert the following about existence of
solution to the DIrichlet problem (42):

(i) If 3 < q <5, 3 solution to the problem for every A > 0.
(ii)  For1 < q < 3, solution does exists only for sufficiently large values of A.

Brezis Theorem allows us to conclude that, for any function I € C'(X, R) which is bounded below,
and satisfy (PS), 3 ug € X satisfying, I'(19) = 0.

As for another application of Theorem (12), we next justify the existence of a critical point for I in
case it is bounded below on a finite dimensional subspace of X.

Theorem 20. (Saddle Point Theorem (Rabinowitz) [1]) Assume X to be a Banach Space and, I € C'(X,R)
satisfies (PS). Also suppose, V # 0 be a finite dimensional subspace of X and, X = V & E. Furthermore, we
consider that, 3R > 0, a, B € R such that,

I(x) <a< B < infI(x). 43
) (x) <a<p<infl(x) (43)

Where,
BY(0)={xeV : ||x|]| <R} and, 0B} ={xeV : ||x||=R}.

Then, 3 xog € X satisfying, I'(xg) = 0. Moreover, the critical value, c = 1(xg) > B, which in fact, can be
characterized as,

¢ = inf max I(u). (44)

Sel ues

Where,
= {s = ¢p(BY(0)) : peC (B}{(o),x) and, |,y = id}

Proof of the above Rabinowitz Theorem requires an application of the Topological Degree in R".

d0i:10.20944/preprints202405.1021.v1
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Definition 15. (Topological Degree) Suppose, O C R" be a bounded and open set. Given ¢ € C(Q)) and,
p € R"\ ¢(0Q)), the topological degree (or, Brouwer Degree), d(¢p, ), p) is defined to be an integer satisfying
the following properties:

1 ifpeq,
0 ifpég Q.
(I1) d(e,Q,p) #0 = 3 q € Qsuch that, p(q) = p.

(I1)  d(e,Q,p) =0if p ¢ ¢(Q). i
(IV)  (Addition-Excision Property) If Q1, Qy C Q are open with Q1 N Qp = pand, p ¢ (Q\ (Q1 U D)),
then,

d(id, Q,p) = {

d(e,Q, p) =d(e,Q1,p) +d(e, D2, p).

(V) Ife:[0,1] xQ — Rand, p:[0,1] — R" be continuous, and moreover, p(t) ¢ ¢(t,0Q)V t € [0,1],
then, d(¢@(t,.),Q, p(t)) is independent of t.

(VD) d(g1,Q, p) = d(g2,Q, p) whenever, g1]an = p2]a0-
(VII)  (Product Property) If Q0;’s are bounded open sets in R" for every j = 1,2, and, ¢; and p; are such that,
pj € RY \ ¢;(90);), j = 1,2. Then,

d(@1 X @2, 01 X Oy, (p1,p2)) = d(@1, 1, p1)d(9a, Q2, p2)

Remark 16. Given Q) C R" to be bounded and open, ¢ € C1(Q,R") and, p € R" \ ¢(9Q)), we can relate the
theory of the Brouwer Degree with the existence and multiplicity of solutions of the equation,

e(q)=p (45)

Assuming ¢'(q) to be non-singular whenever (45) holds true. Then, the Inverse Function Theorem yields, (45)
can have only a finite number of solutions in ). In this so called "nice” case, the corresponding Brouwer Degree
of ¢ with respect to Q) and p, denoted by d (¢, Q, p) has the following expression,

d(g,Q,p)= ).  sign{dety'(q)},
g€~ 1(p)NQ

where, det A denotes the determinant of a square matrix A.

Remark 17. The notion of the Brouwer Degree can also be extended from "reqular” to "singular” values of
C2-functions, and then to continuous functions on R" [ref. [27]].

Remark 18. The definition of topological degree as provided above as well as its properties can in fact be extended
to an infinite dimensional space, in which case it is kown as Leray-Schauder Degree [ref. [27]].

Proof of Theorem (20):

Proof. For any c € Rand I € C'(X,R), we define the following sets,
K:={xeX: I'(x)=0}
and,

ci={xeK: I(x)=c}.
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First, we intend to prove that, K. # ¢ for ¢ as mentioned in (44). Assume if possible that, K. = ¢ in
this case. We choose € as,

1
0<€<ZL('B_’X) (46)
and, consider S € T such that,
max I(x) < c+e. (47)
X€S

Such that, (PS). condition is satisfied under these assumptions. Let, 7 : [0,1] x X — X be a
I-decreasing homotopy (ref. Corollary (1.7) [25, Pg. 27]) satisfying the following conditions,

e y(tx) =xif, [I(x) —c| > 2e.
e y(1,I°7¢) C I°°¢, where, I := {x € X : I(x) <c}.

We denote, S; = #(1,S). If S; € T, then by (47) we derive,

maxI(x) <c—e
X€ESy

which contradicts the definition of c.
Let us establish that, S; € T. Consider ¢ € C(BY(0),X) such that, ¢|aBl‘{(o) =idand, S =
)

¢(BX(0)). We thus have, ¢; = n(1,¢) € C(B¥(0),X) and, S; = ¢1(B§(0)). Hence, S; € T if,
1 (x ) x, Vax€oaBX(0).
We claim that,

c>p. (48)
If (48) does hold true, then, for x € BBK(O), using (43) and (46),
I(x) <a<a+2e<pf—2e<c—2e

This helps us assert that, ¢1(x) = x.

Therefore, it only suffices to show (48). Wednote P; and P; to be the projections of X onto V and E
respectively. Furthermore, we identify V with R” for some n. For ¢ € C(B¥(0),X), ¢ = id on 9B} (0).
Hence, by properties (I) and (V) in the definition (15) of the Topological Degree, we obtain,

d(Pyp, BX (0),0) = d(id, B (0),0) = 1.

Applying property (II) in definition (15), 3 xo € BY(0) satisfying, Pi¢(xp) = 0. Consequently, for
each S = ¢(B%(0)) € I, 3 xo € B (0) such that,

(P(Xo) = PZ(P(XO) c E.

On the other hand, from (43), we can conclude,

max I(¢(x)) > I(¢(x0)) = B.

x€BY(0)
Using (44), it follows that, ¢ > B, and the proof is thus complete. O

Remark 19. Heuristically speaking, in the above Theorem (20), ¢ is the minimax of I over all surfaces modelled
on BY (0), sharing the same boundary. Unlike the Mountain-Pass Theorem, in applications of the Saddle Point
Theorem, in general, no critical points of I are known initially. Important to note that, the condition (43) are
satisfied if I is convex on E, concave on V, and appropriately coercive.

d0i:10.20944/preprints202405.1021.v1
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Another version of the Rabinowitz Saddle Point Theorem (Theorem (20)) can be found in [26].

Theorem 21. Given a real Banach Space X having the following direct sum decomposition, X = V @ E, where
V and E are closed subspaces with dim V < co. Suppose, I € C'(X,R) satisfy (PS) condition, and,

I(x) — —ooas ||x|| = oo for x € X (49)
and,
inf I(x) =d > —oc0 (50)
y€eE

Define, D := {x € V : ||x|| < R} with R is chosen so large that, x € V and ||x|| = R = I(x) < d.

If,
I:={pcC(DX) : ¢lop=id} (51)
Then,
c= (Ii)rggleal;( I(p(x)) > —c0 (52)

and, 3 ug € X satisfying, I(ug) = cand, I'(ug) = 0.

Remark 20. For other versions of proof of Theorem (20) and, other important applications of the Mountain
Pass Theorem, one can refer to [1], [11], [15].

Remark 21. Theorem (20) essentially states that under certain conditions, a functional (a function of functions)
will have at least one critical point that is a saddle point. This critical point is where the functional doesn’t
increase or decrease, representing a sort of equilibrium.

To put it in a more formal geometric context, consider a functional defined on an infinite-dimensional space.
The space can be thought of as a “landscape” of all possible functions. The functional assigns a “height” (or
value) to each function in this landscape. Rabinowitz’s theorem guarantees that there’s at least one function in
this landscape that has a saddle point: it's not the highest or lowest point, but it’s a point of balance between
different “directions” in the function space.

This geometric interpretation is quite abstract because we're dealing with spaces that are not easy to
visualize. However, the concept of a saddle point as a point of equilibrium remains a powerful image to
understand the essence of the theorem.

Data Availability Statement: I as the sole author of this aarticle confirm that the data supporting the findings of
this study are available within the article [and/or] its supplementary materials.

Conflicts of Interest: I as the sole author of this article certify that I have no affiliations with or involvement in any
organization or entity with any financial interest (such as honoraria; educational grants; participation in speakers’
bureaus; membership, employment, consultancies, stock ownership, or other equity interest; and expert testimony
or patent-licensing arrangements), or non-financial interest (such as personal or professional relationships, affi
liations, knowledge or beliefs) in the subject matter or materials discussed in this manuscript.

References

1. P. H. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, CBME
Regional Conference Series in Mathematics, Vol. 65 (American Mathematical Society, Providence, RI, 1986).

2. A. Ambrosetti, P. H. Rabinowitz, Dual variational methods in critical point theory and application, J. Funct. Anal.
14 (1973) 349-381.

3.  D.Bahuguna, V. Raghavendra, B.V. Rathish Kumar, Topics in Sobolev Space and Applications.


https://doi.org/10.20944/preprints202405.1021.v1

Preprints.org (www.preprints.org) | NOT PEER-REVIEWED | Posted: 16 May 2024 doi:10.20944/preprints202405.1021.v1

31 of 31

4. Elias M. Stein, Rami Shakarchi, Fourier Analysis : An Introduction, Princeton Lectures in Analysis, Princeton
university Press, Princeton and Oxford, ISBN 978-0-691-11384-5.

L. Hormander, Linear Partial Differential Operators, Springer-Verlag, 1969.

R. A. Adams, Sobolev Spaces, Academic Press, New York, 1975.

L. C. Evans, Partial Differential Equations, Vol. 1 & Vol. 2, Berkeley Mathematics Lecture Notes, 1994.

V. G. Mazya, Sobolev Spaces, Springer-Verlag, Springer Series in Soviet Mathematics, 1985.

S. L. Sobolev, On some estimates relating to families of functions having derivatives that are square integrable, Dokl.
Adale Nauk. SSSR (1936), 267-270.

10. S.L.Sobolev, On a theorem of functional analysis, Math. Sh. 46 (1938), 471-497.

11. M. Struwe, Variational Methods : Applications to Nonlinear Partial Differential Equations and Hamiltonian Systems,

O X N T

Springer-Verlag, 1990.

12. W.P. Ziemer, Weakly Differentiable Functions, Sobolev Spaces and Functions of Bounded Variation, Springer-Verlag,
1980.

13. H. Brezis, L. Nirenberg, Remarks on finding critical points, Comm. Pure Appl. Math 44 (1991), 939-963.

14.  S.Shuzhong, Convex Analysis and Nonsmooth Analysis, ICTP Notes, 1996.

15. D. G. De Figueredo, The Ekeland variational principle with applications and detours, TIFR Lecture notes,
Springer-Verlag, 1989.

16. J. Dungundji, Topology, Allyn & Bacon, 1966.

17.  Wenming Zou, Martin Schechter, Critical Point Theory and Its Applications, Springer Science & Business
Media, 2006.

18. Daniela Kraus, Oliver Roth, Critical points of inner functions, nonlinear partial differential equations, and an
extension of Liouville’s theorem, Journal of the London Mathematical Society 77.1 (2008): 183-202.

19. Jean Mawhin, Critical point theory and Hamiltonian systems, Vol. 74. Springer Science & Business Media, 2013.

20. Abbas Bahri, Henri Berestycki, A perturbation method in critical point theory and applications, Transactions of
the American Mathematical Society 267.1 (1981): 1-32.

21. Abbas Bahri, Henri Berestycki, A perturbation method in critical point theory and applications, Transactions of
the American Mathematical Society 267.1 (1981): 1-32.

22. Nassif Ghoussoub, Duality and perturbation methods in critical point theory, No. 107. Cambridge University
Press, 1993.

23. Richard S. Palais, Chuu-Lian Terng, Critical point theory and submanifold geometry, Vol. 1353. Springer, 2006.

24. Erwin Kreyszig, Introductory Functional Analysis with Applications, Wiley Classics Library, 1978.

25.  Maria do Rosdrio Grossinho, Stepan Agop Tersian, An Introduction to Minimax Theorems and Their Applications
to Differential Equations, Springer-Science+Business Media, B.Y., 2001.

26. P.Rabinowitz, A note on a semilinear elliptic equations on R", Scuola Norm. Sup. Pisa, 1991.

27. K. Deimling, Nonlinear Functional Analysis, Springer, Berlin, Heidelberg, 1985.

28. H. Brezis, L. Nirenberg, Positive Solutions of Nonlinear Elliptic Equations Involving Critical Sobolev Exponents,
Communications on Pure and Applied Mathematics, Vol. XXXVI, 437-477 (1983).

29. P. Rabinowitz, Some global results for nonlinear eigenualue problems, ] . Funct. Anal. 7, 1971, pp. 487-513.

30. P.Rabinowitz, Variational methods for nonlinear elliptic eigenvalue problems, Indiana Univ. Math. J. 23, 1974, pp.
729-754.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those
of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s)
disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or
products referred to in the content.


https://doi.org/10.20944/preprints202405.1021.v1

	Introduction
	Preliminaries
	Conditions on a C1-function defined on a Real Banach Space
	Palais-Smale Condition
	Differentiation in Banach Spaces

	Critical Points
	Weak Topology on Banach Spaces
	Weak Convergence
	Existence of Minima
	Applications of the Existence of Minima
	Application in Linear PDEs
	Constrained Minimization
	Application in Non-Linear PDEs


	Ekeland Variational Principle and its Applications
	Variational Principle
	Palais-Smale Condition
	Applications

	Applications to the Critical Point Theory
	References

