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Abstract: Visual thinking leverages spatial mechanisms in animals for navigation and reasoning. Therefore,
given the challenge of abstract mathematics and logic, spatial reasoning-based teaching strategies can be highly
effective. Our previous research [1] verified that innovative box and ball coloring activities help teach elementary
school students complex notions like quantifiers, logical connectors, and dynamic systems. However, given the
richness of the activities, correction is slow, error-prone, and demands high attention and cognitive load from
the teacher. Moreover, feedback to the teacher should be immediate. Thus, we propose to provide the teacher
with real-time help with LLMs. We explored various prompting techniques with and without context—Zero shot,
Few shot, Chain of Thought [2], Visualization of Thought [3], Self Consistency [4], logicLM [5] and Emotional
[6]—to test GPT-40’s visual, logical, and correction capabilities. We obtained that Visualization of Thought and
Self Consistency techniques enabled GPT-4o0 to correctly evaluate 90% of logical-spatial problems that we tested.
Additionally, we propose a novel prompt combining some of these techniques that achieved 100% accuracy on a

testing sample, excelling in spatial problems and enhancing logical reasoning.

Keywords: LLM; GPT; prompting; quantifiers; visual thinking; coloring activities; support for teachers; correction;
feedback

1. Introduction

Visual reasoning is fundamental in both animals and humans. Animals rely on spatial reasoning
for navigation, hunting, and survival, using mental maps and visual cues to move through their
environment. In humans, these skills are used not only for physical orientation but also for problem-
solving and learning. Visual expressions like diagrams and gestures utilize space to convey meanings
and improve information processing and decision-making. Drawing aids in comprehending complex
ideas, making abstract concepts more tangible and understandable [7-9].

For example, the Programme for International Student Assessment (PISA) research measures
creative thinking in 15-year-olds, which is defined as the ability to produce original and diverse
ideas, as well as to evaluate and improve on the ideas of others. This is critical because, in the future,
societies will increasingly rely on innovation and knowledge creation to address the issues they face
[10]. One of the assessment domains that PISA 2024 measures is visual expression, which is situated
in the ability to generate creative ideas. This further reinforces the importance of applying visual
teaching methodologies to children, thus developing their mathematical abilities and creative thinking
in problem-solving.

To address this educational challenge, Gamification has emerged as an effective strategy for teach-
ing complex mathematical concepts. Moreover, the inclusion of universal and existential quantifiers in
elementary school children can be posed as attractive spatial reasoning coloring games and activities.
A recent study explored how playful activities, such as coloring boxes and balls, can enhance the
understanding of logical and spatial notions in children from first to sixth grade [1]. These activities are
currently being implemented and are designed for children to promote computational, mathematical,
and STEM thinking, encouraging the development of computational thinking through natural lan-
guage, which is foundational for using generative Al and reasoning for programming [11,12]. Through
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games and interactive activities, children can internalize mathematical and logical concepts more
effectively, developing skills that will be fundamental in their future education.

These coloring exercises present millions of possible correct solutions, yet the probability of
randomly achieving a correct result is extremely low (less than 0.1%). Unlike multiple-choice activities,
these exercises are challenging and time-consuming for teachers to correct, requiring significant
cognitive effort. Teachers utilize these exercises in two primary ways: during the session, they select
samples of students” work for real-time class analysis, necessitating immediate teacher assistance
multiple times throughout the session. On the other hand, teachers must correct all the exercises
after class, which, while not as time-sensitive, involves a substantial volume of work, demanding
considerable time and support. The complexity, novelty, and abundance of possible solutions in these
coloring activities could place a significant cognitive load on teachers. The sheer number of options
and the need to evaluate nuanced responses can be overwhelming, potentially leading to suboptimal
teaching practices [13]. To ensure that teachers can fully leverage the potential of these activities, it is
crucial to provide them with real-time support [14]. This support can help alleviate their cognitive
load, enabling them to focus on facilitating student learning and providing meaningful feedback.

Fortunately, contemporary Large Language Models (LLMs) like Generative Pre-trained Trans-
former (GPT) are demonstrating substantial potential in general and spatial reasoning (for example,
GPT-4o could be indistinguishable from a human [15]). GPT-4o0 also has potential in the educational
domain, particularly in automating correction and providing immediate, detailed feedback, thereby
enhancing the efficacy of the educational process. This capability has evolved significantly over time.
Previous iterations, such as GPT 3.5, exhibited limitations in identifying errors within incoherent
responses [16], showing no significant improvement over traditional machine learning methods. Cur-
rently, empirical evidence supports the educational applications of the latest GPT versions [17,18],
including their role in assisting educators [19] and in the correction and creation of exercises involving
computational thinking [20,21].

In this study, we examined the visual, logical, and correction abilities of the GPT-40 model using
different stimulus techniques. The coloring balls and boxes exercises teach two essential types of
reasoning in computational thinking: logical reasoning and spatial reasoning. On one side, the basic
use of mathematical quantifiers is applied to reinforce logical aspects, while spatial aspects use coloring
dependencies between boxes and balls. These problems require LLMs not only to understand the
content of the task but also to apply critical reasoning to provide a correct solution.

Given the slow pace of manual correction in traditional educational settings, we propose lever-
aging LLMs to provide immediate and accurate feedback on box and ball coloring activities. This
study aims to explore the feasibility of using LLMs as correction and feedback tools in educational
gamification and to assess the visual, logical, and correction capabilities of GPT-40 across different
prompting techniques. Specifically, we address three key research questions:

e  To what extent can GPT-40 accurately assess and correct coloring activities completed by
elementary school students, given instructions involving multiple logical quantifiers and
spatial relationships?

e What are the visual, logical, and correction capabilities of GPT-40, and what type of prompts
are most effective for obtaining accurate and detailed GPT-40 corrections when assessing
coloring activities involving logical quantifiers and spatial relationships?

e Can GPT-4o be effectively utilized as a teaching assistant to provide immediate feedback for
class discussions on these exercises?

2. Related Work

The state of the art in logic problem solving clearly concludes that quite specific and elaborate
techniques are needed to address this type of problem. Some techniques such as Chain of Thought
prompting with problem specification [22], giving feedback to the machine on incorrect answers [23],
use of agents [5], fine-tuning [24], etc.[25-27] have been shown to improve the accuracy of GPT answers
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to mathematical and verbal logic problems. For example, in [5], a framework that integrates LLMs with
symbolic solvers to improve logical problem-solving is introduced. This method involves translating
natural language problems into symbolic formulations, which are then processed by deterministic
symbolic solvers. The study highlights the need for detailed and sequential instructions, such as the
"Chain of Thought" technique, to guide models through complex reasoning processes and ensure each
step is methodically and accurately addressed. It is noted that to achieve good improvements in logic
formulations, sophisticated prompting techniques are crucial for tackling complex logical problems.

Moreover, LLMs are susceptible to changes in opinion, which can affect the reliability of their
logical responses, as shown in [28]. They use techniques like "Chain of Thought" to mitigate these
effects and improve consistency. The susceptibility to opinion changes highlights the need for robust
prompting techniques that can guide models through precise and consistent logical reasoning.

Recent studies have explored the visual capabilities of LLMs and compared them to human
reasoning to address spatial problems. Despite limitations in comprehension and processing in 2D and
3D GPT-4o tasks [29], techniques such as Visualization of thought have been shown to be especially
effective, surpassing even pioneering techniques such as Chain of Thought [2], in improving LLM
performance on spatial problems [3]. In this method, clear visual cues should be provided, and answers
should be segmented into meaningful parts, adding the instruction to visualize the current state of the
solution. According to the Stanford Al report [30], Al has now outperformed human performance on
several benchmark tests and, in particular, visual reasoning, as shown in Figure 1, further reinforcing
the visual potential of LLMs.

Select Al Index technical performance benchmarks vs. human performance
Source: Al Index, 2024 | Chart: 2024 Al Index report
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Figure 1. Plot obtained from [30]. We can observe the growth in the visual reasoning index, surpassing
the human baseline in recent years.

In addition, visual guidance techniques improve LLMs’ understanding of images, allowing them
to compare more closely with human reasoning. Techniques such as image segmentation or image
representations using code [31,32] allow for increased accuracy and consistency in GPT-4o spatial
reasoning.

Moreover, the probabilistic nature of LLMs can introduce variability in the generated responses.
To address this, we propose using techniques like Self Consistency [4], where multiple responses are
generated for the same prompt, and the most recurrent result is selected. It has been shown that this
technique helps reduce uncertainty and improve the reliability of the corrections provided by LLMs.
Generating several solutions and selecting the most common one can ensure greater consistency and
accuracy in evaluating complex problems.
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3. Methodology

3.1. Box and Ball Coloring Activities

The box and ball coloring exercises consist of several problems designed to teach mathematical
quantifiers, spatial reasoning, and dynamical systems through visual and interactive methods. Each
exercise includes a primary instruction and an illustration featuring boxes containing balls that must be
colored according to the given instruction. These exercises aim to teach mathematical logic in a visual
way by means of existence and universality quantifiers, as well as in spatial relationships between
objects. Figure 2 provides examples of these activities.

Figure 2. Examples of the completed exercises by students with their instruction. Note that, from left
to right, the first two are correct, whether the third is incorrect. In the blank box below, the student
must explain in his or her own words how he or she solved the coloring problem.

Figure 3 shows the blank worksheet to be filled out by each student to pose a similar kind of
problem to a classmate.

@ Conectaldeas

From:
To:

WRITE AND PAINT

Figure 3. Corresponding blank worksheet where each student has to write instructions to pose a
problem to a peer.

In total, the instructions used in this work are five and given by:

—_

Choose a color and in each box paint at least 2 balls of that color.
In each box choose a color and paint at least 2 balls of that color.
3. Inatleast two boxes choose a color and paint each ball of that color.

N
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4.  Paint each box only if the adjacent boxes are not painted. Choose two other colors and in each
box paint every ball such that each ball has a different color with the adjacent balls inside the box
and the ball in the same position but in the adjacent boxes.

5. Choose a color and paint each ball with the ball’s color that is just above in the left adjacent box.
If there is no ball above in the left adjacent box, paint with the ball’s color at the bottom of the left
adjacent box.

Table 1 shows every instruction with its quantifiers and explanation.

Table 1. Problems with their quantifiers. This nomenclature is not common for a wide range of people.

Quantifiers Explanation
1. 3C color VB box: |{b € B : color(b) = C}| > 2 giliecsolor Cis applied for all the
2. VB box 3C color: |{b € B : color(b) = C}| > 2 f;;ﬁ‘ybox has its own color to
In two or more boxes a color
3. 3B;, Bj boxes: 3C color Vb € B;, Bj, color(b) = C is chosen and applied for every
ball.
4%, Vi - A box must be painted if the left
(3C color, color(B;) = C A #C,C colors, color(B; 1) = and right ques are not. Each
C, color(Biy1) = C) ball has a different color than
e . , , , the ball below and the ball in
. +1
A (Vb} € B;, color (b;) # color (b;H) A color (b;) = color (b; )) the right box.
L A ball is painted with the color
5%. Vi, j, Vb € B; : of the top-left ball or the bottom
i 21 Acolor (b)) = color (B2 \) v (color (Bt ) = color (i1 ball in the left box, if the ball to
U# ( ]> ( ]_1>) ( ( 1> ( > )) be painted is the first one.

* For simplicity, the notation does not include boundary cases in the indices.

Existential and universal quantifiers are essential for understanding and using mathematical
propositional logic. The order of these quantifiers is critical, as it significantly affects the proposition’s
meaning.

For example, let us consider the definition of a function’s convergence to a point when the input is
very large, essentially infinite. This dictates the following: “For any small error, there exists an instant
in the inputs such that from that instant, the function is at a distance less than the error from the point”.
Here we can identify the universal quantifier “for all” and the existence quantifier “exists”, as well as
other mathematical indicators, both of spatial and numeric nature, such as “distance”, “less than” or
“small error”. Note that if we change the order of the quantifiers in the definition, we obtain something
like: “There exists an instant in the inputs for any small error, such that from that instant, the function
is at a distance less than the error from the point”. This essentially states that from an instant, the
function is constant and equal to the point, a definition that is completely different from the first one.

On the other hand, instruction 5 describes a spatial process that mirrors the typical behavior
of dynamic systems. Think of the boxes with their corresponding colored balls as a time series of
interconnected states. The rule for coloring each ball based on its neighbor represents a transition
function, determining how the system moves from one state to the next. An initial random coloring
of the balls of the leftmost box serves as the system’s initial condition, and the subsequent colorings
propagating to the right result from repeatedly applying the transition function. These exercises give
students specific instructions corresponding to fundamental logical and mathematical statements,
transforming abstract concepts into engaging activities.

Visual statements involve coloring balls and boxes based on their positions in the drawing,
emphasizing the dependency between colors and spatial arrangements. These exercises not only
teach elementary school children the existence and universality of colors but also require children
to color a ball or box based on the painting status of other balls or boxes. Some of these exercises
introduce algorithmic structures dependent on initial states or dynamical systems, concepts present in
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computational problems, ordinary differential equations, and also chaotic systems, in which case, the
final solution to the problem is highly dependent on the initial state (e.g., the three-body problem [33]).

These exercises also introduce other logical conditionals such as “if”, “only if” and “and” in order
to add conditionality between boxes and balls. It is more than clear the importance of these conditions
in algorithmic developments is a fundamental part of computational thinking. In mathematical terms,
they are recurrent when it is required to demonstrate equivalence or implication of definitions with
each other. An example can be the implication “if a function is derivable at all points, then it is
continuous at all points”. Here, the implication is in one direction since it is false that a continuous
function is always derivable. It also indicates that a necessary condition for a function to be derivable
is to be continuous because if a function is not continuous, it cannot be derivable.

In the case of boxes and balls it is similar. Spatial dependence would give instructions such as
that a ball should be painted only if other balls or boxes are painted. That is, a necessary condition for
such a ball to be painted is that other balls are already painted. Therefore, the reasoning at the moment
of painting should be, “If I want to paint the balls according to the instructions, then such balls and
boxes must be painted”. However, if these other balls are colored, it does not mean they are painted
following the previous instruction. We can note the logical similarity of this last expression with the
example of continuity and derivability presented previously.

This type of visual reasoning is also useful in mathematics in discovering patterns that allow us
to deduce and demonstrate mathematical relationships through coloring and positioning numbers.
Chapter 2 of [34] mentions several examples of mathematical results that can be deduced from patterns
in natural numbers, such as the classification of odd and even numbers by grouping integers in
two columns or equivalence classes for more columns and the multiplication table that appears by
positioning the above-mentioned columns in a table, where their diagonal also corresponds to square
numbers.

We can notice that the instructions in Table 1 have many possible solutions. Unlike the typical
multiple choice questions present in the vast majority of assessments, where the answer is one and
only one and has a fixed probability of being solved randomly, these visual exercises can be solved in
many ways and only limited by the number of colors the child possesses. In addition, the probability
of painting randomly and getting a correct answer is very low. Consider, for example, a simple pencil
box containing six colors. For this set of colors, the probabilities of randomly solving each of the
instructions are given in Table 2.

Table 2. Probability of random hit on each instruction.

Instruction Probability
1.- Choose a color and in each box paint at least 2 balls of that color. ~ 0.025%
2.- In each box choose a color and paint at least 2 balls of that color. ~ 0.29%

~
~

3.- In at least two boxes choose a color and paint each ball of that color. 0.0000000000000003%

4.- Paint each box only if the adjacent boxes are not painted. Choose two other
colors and in each box paint every ball such that each ball has a different color | <

with the adjacent balls inside the box and the ball in the same position but in | 0.0000000000000003%
the adjacent boxes.

5.- Choose a color and paint each ball with the ball’s color that is just above in
the left adjacent box. If there is no ball above in the left adjacent box, paint with | ~ 0.000000000002%
the ball’s color at the bottom of the left adjacent box.

From Table 2, it is observed that all the probabilities of success are less than 1%, so it is totally
unfeasible to rely on randomness to solve these exercises. This effectively compels students to adhere
strictly to the given instructions. We also note that these probabilities can be even lower if we consider
boxes with a larger number of colored pencils e.g., 12 or 24.

It is also noteworthy to consider that the probability of success decreases as more constraints are
added to the problem, reducing the set of favorable solutions. From this, given that Instruction 4 has
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the most constraints, we infer that its probability of success when guessed randomly is the lowest
among all the probabilities listed in the table, which is why we bound it to the smallest calculated
probability.

The vast number of possible answers for each instruction poses a significant challenge for teachers,
as correcting these exercises is tedious and time-consuming. Each response must be meticulously
checked to ensure compliance with the given instructions. This process is prone to serious errors,
especially if the teacher lacks a strong grasp of mathematical logic or does not take special care during
correction.

3.2. Prompting Techniques

Given the high complexity of correcting these exercises, we proposed delegating this task to a
Large Language Model (LLM). At present, ChatGPT features GPT-4V (GPT-4 Vision), which possesses
the capability to analyze images provided in prompts. We will leverage this functionality by directly
delivering exercises completed by children, given in Figure 2, accompanied by prompts designed to
enhance visual analysis, data interpretation, and element counting, such as giving the role "You are an
expert in counting colored and uncolored balls and boxes in an image". Unfortunately, this feature
of GPT presents problems in counting elements when they are not easy to interpret or are hidden by
other objects [35]. In this case, the worksheets present several distracting elements for GPT, including
the fact that the boxes are hidden from the balls. Therefore, trying other ways of entering the problem
in the prompts is also necessary.

Two ways of writing the problems and various prompting techniques were employed to accu-
rately classify student responses. These techniques included Zero-Shot, Few-Shot, Chain of Thought,
Visualization of Thought, Self-Consistency, and code generation. A prompt inspired by LogicLM was
also utilized, along with context augmentation in simple prompts and a final prompt that combined
several of the aforementioned techniques.

The problems were introduced into the prompt in two distinct ways, depending on whether the
technique required visual aids, as illustrated in Figure 4. Each setup of boxes and balls was paired
with the corresponding instruction.

## Instruction: ## Instruction:

## Proposed solution: ## Proposed solution:
### Box1():ball1(Qball2(Qball3 ) ball4 () ball5() | ###Box1

### Box2 ():ball1 () ball2 ) ball3 ) ball 4 () ball 5 () | ### Box 2

### Box3 ():ball1 Qball2 () ball3 () ball4 ) ball5 () | ### Box3

### Box4 ():ball1 (Qball2 () ball3 () ball4 ) ball 5 () | ### Box4

Figure 4. Ways in which the boxes and balls were introduced in the prompts. On the left, the colors
were given in parentheses, while on the right, colored emojis were used to give a visual aid for VofT
and Self-Consistency.

3.2.1. Zero-Shot, Few-Shot, and Chain of Thought

Zero-Shot and Few-Shot are relatively straightforward prompting techniques. In Zero-Shot
prompting, concise instruction is provided without additional context or examples. For this study, the
Zero-Shot approach involved directly presenting the problem as in Figure 4 left, followed by the query:
“Is the solution correct or incorrect?". Few-Shot prompting, in contrast, involved providing the model
with several labeled examples of correct and incorrect solutions, formatted similarly to Figure 4 left,
before posing the same question as in the Zero-Shot prompt.

While both Zero-Shot and Few-Shot techniques are simple and easy to implement, they often
result in hallucinations or misclassifications, where the model incorrectly assesses the correctness of
a solution [36]. These limitations highlight the need for more advanced techniques such as Chain of
Thought. In this technique, the model is guided through a step-by-step reasoning process, either by
giving concrete examples of developments as we would like it to reason or by adding the instruction
“Think step-by-step”. CofT has been shown to potentially reduce hallucinations in answers and obtain
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better response labeling performance [2]. In this work, the CofT-like prompts contain concrete but
general examples for every given problem, along with a step-by-step explanation of how they should
be solved. These examples are in Figure 5.

Another way to decrease hallucinations is to provide a prior context with problem information
[37] and indications in the prompt so that the LLM knows in advance the type of problem to deal
with and reasons in such a way that it can correctly classify the problems. The context is added at the
beginning of each prompt in Zero-Shot, Few-Shot, and Chain of Thought techniques and corresponds
to the following phrase:

“Consider the following problem: You will have four boxes arranged from left to right and each
box has five balls inside arranged from top to bottom. Each box and each ball can be colored or
uncolored. There will be an instruction and a solution that consists of colored and uncolored boxes
and balls.

*  Your job is to verify if the proposed solution satisfies the instruction the verbatim.
*  Consider that there could be many possible solutions to the instruction.
*  Conclude only at the end of your answer.”

For the Chain of Thought, we added the following extra indication: "Analyze the instruction in
detail before concluding" to add an extra reasoning step.

3.2.2. Visualization of Thought

While CofT decreases hallucinations in the LLM, this prompt is too specific, as the machine is
given too many clues as to how it should reason when one of the main objectives is to observe its
logical and spatial reasoning ability. We recall that the exercises were divided into logical and spatial
exercises, and the presented prompts do not explicitly address both topics. For spatial exercises,
Visualization of Thought is expected to perform better. The prompt consists of the same context used
in Chain of Thought, a proposed solution introduced with emojis as in Figure 4 and followed by the
question "Is the solution correct or incorrect? Visualize the state after each reasoning step". That is, the
VofT technique is combined with Zero-Shot in how the instruction is performed and combined with a
context according to the technique. This prompt gives No hints or specifications on how to reason.

3.2.3. Logic Prompting and Self-Consistency

Inspired by LogicLM, we propose another type of prompt to approach logic exercises. In LogicLM,
several agents are used, and a specific one is in charge of translating the problem and writing it with
symbolic mathematics. Our prompt adds an extra hint to the Zero-Shot technique at the end of the
prompt: “Write the instruction using math quantifiers and then solve the problem”. This prompt
emulates the intermediate step of LogicLM since we only have one agent. This prompt is expected to
increase performance in exercises with quantifiers.

This ensures that the machine first translates the instruction into mathematical language and
then verifies whether the proposed solution is correct or incorrect. With this prompt, the machine is
expected to perform better for quantifiers and logic reasoning than visual statements.

A detail that has not been discussed in the previous prompts is the effect that the probabilistic
nature of the generative models may have on the obtained answers. In order to mitigate these effects,
Self-Consistency adapted for single-agent use is used. The original technique also consists of several
agents, where one is in charge of receiving prompts and giving several answers with several thought
paths. At the same time, another one takes all these answers and chooses the final value that is most
repeated, ignoring the thought paths. The adaptation consists of generating several answers to the
same prompt from the conversation with the LLM. The user is responsible for counting the repeated
answers, thus concluding a final answer.

In this case, the prompt combines CofT with VofT but with general examples for all problems
instead of particular examples for each one. The prompt starts with the context given in VofT, followed
by two problems with instructions and proposed solutions written with emojis that are different from
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the other problems and with step-by-step instructions on how to solve each one. Figure 5 shows the
two examples and their step-by-step input. At the end of the prompt, the instruction and proposed
solution to be classified are entered with emojis, as in VofT, and the same question is asked in Zero-Shot.
A total of five responses to the same prompt are generated per problem, and the most repeated label is
chosen.

# Example 1 # Example 2

## Instruction: In each box choose a color and paint each ball of that color ## Instruction: Choose a color and paint each ball of that color in at least two boxes

## Proposed solution ## Proposed solution:
###Box1 ###Box1 :
###Box2 ###Box2
###Box3 : ###Box3  :
###Box4 ###Box4 : 0OO0®

# Step 1: Analyze carefully the instruction
# Step 1: carefully analyze the instruction
# The child has to choose one color per box. Then, in each box, he has to paint all the
balls with the color selected for the box. No spatial order is needed. Boxes can be # The child has to choose a color and applied that color across the boxes. He has to

paint every ball in two or more boxes with that color. If he painted with two or more

painted or not.
# Step 2: Count balls with the same color in each box.

# Box 1: 5 blue balls. Chosen color: Blue

# Box 2: 5 blue balls. Chosen color: Blue

# Box 3: 5 red balls. Chosen color: Red

# Box 4: 5 green balls. Chosen color: Green

# Step 3: Conclude.
# In each box, a color was chosen. Box 1: blue, Box 2: blue, Box 3: red, and Box 4: green.

# Each box has every balls painted with its color.
# Conclusion: The solution is correct.

colors, one color has to verify that every ball is painted with that color in two or more
boes. No spatial order is needed. Boxes can be painted or not.

# Step 2: Count balls with the same color in each box.
# Box 1: 5 blue balls. Chosen color: Blue.

# Box 2: 0 balls painted. No chosen color.

# Box 3: 0 balls painted. No chosen color.

# Box 4: 5 green balls. Chosen color: Green.

# Step 3: Conclude.

# Blue and Green were applied across the boxes. We have to check if only one color

follows the instruction.

# Only one box (box 1) has every ball painted with blue. One is less than two. The
chosen color is not blue.

# Only one box (box 4) has every ball painted with green. One is less than two. The
chosen color is not green.

# None of the colors follows the instruction

# Conclusion: The solution is incorrect.

Figure 5. Examples used in Self-Consistency and Chain of Thought prompts. For Chain of Thought,
the emojis are replaced with text, as in Figure 4

In order to have more variety of techniques and to test the logical reasoning of the LLMs, computer
code generation prompts are tested, which, as a priori, should have good accuracy on the logical
problems. The prompt is similar to the one used in Zero-Shot, with the addition of the indication
“Generate a Python code to check whether the solution is correct or incorrect” at the end.

3.2.4. Emotional Prompting

The last tested prompt was inspired by the indications used in prompts in [38] for documentation
search. It corresponds to a combination of VofT with Self-Consistency and a list of indications for
the LLM to reason accordingly. The indications are the same as used in Visualization of Thought but
adding the following:

“Write the instruction using math quantifiers and then solve the problem”, which implements the

use of logic;

*  "Be careful to identify colors. It is different if a color is applied for all the balls in all boxes or each
box has its own color for all its balls", preventing errors when interchanging quantifier positions;

*  “Visualize each logical step”, which implements the visualization of the steps;

e "If the proposed solution is incorrect, don’t propose a correct solution”, which prevents unneces-
sarily long responses, and

*  "Unless the instruction says otherwise, you have to check all balls in all boxes whether or not the

boxes are painted or not", which prevents errors by not considering uncolored boxes.

The main motivation for this prompt is twofold: to solve common errors that occurred with the
other techniques and to give the machine fewer examples so that it can reason for itself. In [38], an
emotional prompt is used to prevent the virtual assistant from using certain computer language to
write mathematical symbols. Instead, it is instructed to use the logical-mathematical language of
quantifiers. In our case, the machine could deliver wrong answers by trying to give a final answer
before reasoning, even if we tell it not to. That is why we tried two ways for this prompting: one
where the machine is asked to conclude only after reasoning out the problem and another by adding
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emotional prompting with the indication "Conclude only at the end of your answer. If you conclude
the correctness of the proposed solution before, an innocent kitty will die." In [6], it is evidenced that
the use of emotional prompting improves the response of LLMs.

The proposed solution in this prompt is entered with emojis similar to VofT, and a total of five
answers are generated, with the user in charge of choosing the most repeated one.

3.3. Experiments and Analysis

We used ChatGPT integrated with GPT-40 to correct the problems in this study. It was decided
to use ChatGPT instead of OpenAl API because of its ease of use and ease of entering problems. In
addition, teachers who choose to correct using an LLM are more likely to do so with ChatGPT than
through an API. However, we do not discard the use of API in the future to create a correction app for
this type of exercise.

For instructions 1, 2, 3, and 5, three solutions were considered, and for instruction 4, two were
considered. These solutions are correct or incorrect depending on the instruction. They are all different
from each other to give more variety and are different from the examples given in some prompting
techniques. We consider the problems in Figure 2 and others in Figure 6. In total, we tested 14 different
problems, and each problem is listed as x.1, x.2 or x.3, where x corresponds to the instruction used.
The indices 1, 2, and 3 do not represent anything specific; they are just an internal order for each
instruction.

## Instruction: In at least two boxes choose a
color and paint each ball of that color.
## Proposed solution:

## Instruction: Choose a color and in each box
paint at least 2 balls of that color
## Proposed solution:

### Box1 ### Box 1

###Box2 : OO@ ### Box 2 o0 @
###Box3 : @ ###Box3

###Box4 : @@ @ ###Box4 @ @

## Instruction: Choose a color and paint each
ball with the ball's color that is just above in the
left adjacent box. If there is no ball above in the
left adjacent box, paint with the ball's color at the
bottom of the left adjacent box.

## Instruction: Paint each box only if the
adjacent boxes are not painted. Choose two other
colors and in each box paint every ball such that
each ball has a different color with the adjacent
balls inside the box and the ball in the same

## Proposed solution:
### Box 1

position but in the adjacent boxes.
## Proposed solution:

###Box2 : @@ ###Box 1 I: Q@
###Box3 : @@ ###Box2 @@ Q@
#4## Box 4 ] ###Box 3. O @

###Box4 :© Q@

Figure 6. Some other problems tested in this work. The remaining are listed in Appendix A.

For the Zero-Shot, Few-Shot, Chain of Thought, and Visualization of Thought techniques, the
prompts were entered into ChatGPT as a single prompt, and the first response generated was recorded.
That is because, as if it were a human assistant, if ChatGPT is required to function as a virtual correction
assistant that delivers immediate feedback to the teacher, the first answer it produces must necessarily
be taken. Particular attention was given to the reasoning process used to arrive at the answer, as there
are instances where the model may reach the correct conclusion through flawed reasoning, leading to
false positives.

For prompts utilizing the Self-Consistency approach, the first five responses were generated, and
the most repeated answer was selected, with intermediate reasoning disregarded due to the nature of
the technique. This total choice of answers was merely made due to the machine’s limitations, which
limit the number of answers it can give daily. In addition, generating several answers in ChatGPT for
each problem takes time and human effort.

The results were classified with a score of 1 if ChatGPT provided the correct answer and demon-
strated sound reasoning. A score of 0 was assigned if the model either produced an incorrect answer
or arrived at a correct answer through faulty reasoning. This scoring system does not apply to the Self-
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Consistency prompts, where reasoning is inherently not evaluated. In the Results section, we provide
detailed explanations of the 0 scores for each technique, highlighting instances of false positives.

Given our goal of using ChatGPT as an automatic teacher assistant to help teachers discuss with
their students, solve the exercises, and offer detailed explanations, we also analyzed common ChatGPT
errors in the reasoning process leading to the final answer. These errors were examined step by step
to identify their origins, which ranged from logical and visual misunderstandings to instances of
hallucination by the model. These findings will be elaborated on in the Results section.

4. Results

4.1. Performance in Correcting Coloring Activities

When directly entering the image into ChatGPT with a suitable prompt, it generally fails to count
the colored balls in each box, although it does manage to determine the total number of boxes. Figure
7 shows an example of ChatGPT’s response.

Prompt: You are an expert in counting colored and uncolored balls and boxed. Consider the following problem: You will
have an image with four boxes arranged from left to right and each box has five balls inside arranged from top to bottom.
Each box and each ball can be colored or uncolored. There will be an instruction and a solution that consists of colored and
uncolored boxes and balls.

- Your job is to verify if the proposed solution satisfies the instruction the verbatim.

- Consider that there could be many possible solutions to the instruction.

- Conclude only at the end of your answer.

- Analyze the instruction in detail before concluding.

Is the solution correct or incorrect? Visualize the state after each reasoning step.

ChatGPT: Analysis of the Problem 3. Third Box:
Instruction: - Contains 5 balls: Only 2 balls are painted green.
"Choose a color and in each box paint at least 2 balls of that - Condition satisfied: Yes, exactly 2 balls are colored.
color.” 4. Fourth Box (Rightmost):
- The task is to ensure that in each of the four boxes, at least - Contains 5 balls: Only 2 balls are painted green.
two balls are painted with the same color. - Condition satisfied**: Yes, exactly 2 balls are colored.
Solution Provided: Conclusion:
- The provided solution shows four boxes, each containing The instruction was to paint at least 2 balls in each box with
five balls. the same color.
- All painted balls in the solution are colored green. - In the solution provided:
Step-by-Step Verification: - The first and second boxes have all 5 balls colored.
1. First Box (Leftmost): - The third and fourth boxes have exactly 2 balls colored.
- Contains 5 balls: All 5 balls are painted green. All boxes meet the condition of having at least 2 balls
- Condition satisfied: Yes, at least 2 balls are colored. painted.
2. Second Box:
- Contains 5 balls: All 5 balls are painted green. The solution is correct.

- Condition satisfied: Yes, at least 2 balls are colored.

Figure 7. Example for instruction 1.1 by directly entering the image in Figure 2 with the proposed
solution solved by a child.

Then, the need to write the problems in the same prompt and not rely on direct image input is
justified since GPT’s ability to count balls and painted boxes in an image is unreliable.

Regarding the prompting techniques used, the results are summarized in Figure 8. The columns
represent each prompting technique employed, while the rows correspond to the problems to be
corrected. The "Solutions" column indicates whether the solution proposed in each problem is correct
or incorrect according to its instruction. The bottom row indicates the total score obtained, which
corresponds to the sum of the ones and zeros of each column divided by the total number of problems,
except for Self-Consistency and Logic-SC-V, where the score corresponds to the sum of green cells
divided by the total number of questions.
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Figure 8. Results obtained for each technique in each problem. Cells in green indicate correct answers
with correct reasoning, in yellow correct answers with incorrect reasoning, and in red incorrect answers.
ZS stands for Zero-Shot, FS stands for Few-Shot, CofT stands for Chain of Thought, VofT stands for
Visualization of Thought, and SC and V stand for Self-Consistency and Visualization, respectively.

The performance of GPT-40 was notably poor when using the Zero-Shot, Few-Shot, and Chain
of Thought techniques. Specifically, both Zero-Shot and Few-Shot achieved a correction accuracy of
only 43%. Chain of Thought performed slightly better, with a 50% success rate, excelling in simpler
tasks, such as problem 1.1 or 2.2, but struggling significantly with problems in sections 4 and 5, which
require more advanced visual reasoning.

However, the performance improved considerably when these same techniques were applied with
prior context. The Zero-Shot technique saw the most dramatic improvement, reaching an accuracy
of 93%, with errors only occurring in the visual reasoning tasks of instruction 4. In contrast, the
Few-Shot technique showed only a slight improvement, correcting one additional problem compared
to its counterpart without context. The Chain of Thought method also benefited from added context,
increasing its success rate to 79%. Despite this overall improvement, it continued to exhibit reasoning
errors, particularly in question 4.1, which heavily relied on spatial reasoning.

For the Zero-Shot with logic technique, there was a noticeable improvement over the classic
Zero-Shot, although challenges remained, particularly in problems requiring logical development,
such as questions 1.2 and 1.3. When context was added, a similar pattern to the other techniques
emerged, with performance improving from 10 out of 14 correct answers without context to 12 out
of 14 with context. The technique still faltered on questions 4.1 and 4.2, where spatial reasoning was
crucial, reinforcing the need for prompts specifically designed for spatial visualization tasks.

Code-like answers generated using Copilot achieved a commendable accuracy rate of 79%, show-
ing strong performance, especially in problems involving quantifiers. However, Copilot struggled
with tasks like problems 5.1 and 5.3, which required visual reasoning and the identification of pat-
terns influenced by initial conditions, characteristic of dynamical systems. These challenges likely
contributed to its lower performance in these areas, highlighting a limitation in handling tasks that
extend beyond traditional coding logic into more complex, visually dependent reasoning.

The Visualization of Thought technique enabled GPT-4o to achieve a 93% accuracy rate across
all tasks, only failing to correctly address problem 2.3, where the primary focus was on mathematical
logic involving quantifiers. This significant improvement compared to the other techniques clearly
demonstrates the effectiveness of Visualization of Thought in enhancing GPT’s performance on tasks
that require advanced visual reasoning.

Prompts using Self-Consistency achieved outstanding performance among the various techniques
tested. Self-consistency alone correctly solved 13 out of 14 problems, only failing on problem 5.3.
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Considering the total number of responses generated for each question, Self-Consistency accurately
corrected 58 out of 70 cases, reflecting a performance rate of 83%

In addition, our new prompt, which combines different techniques from this study, achieved an
accuracy of 100% in providing correct answers for all problems independent of adding an emotional
prompt. Considering the total number of generated answers, both versions of the prompt achieved
ChatGPT reaching the correct answer in 64 out of 70 cases, or performance of approximately 91%, but
with correctness in different questions. Taking the total number of responses shows the robustness and
consistency of the techniques used for these prompts, but no major differences between adding emotion
and not adding emotion. In Figure 9, we compare the individual results obtained by Self-Consistency
and our prompt with and without emotion.

Self-Consistency and Logic + SC + V Scores (No Emotion vs Emotion)

5 M Self-Consistency
B Logic + SC + V (no emotion)
B Logic + SC + V (emotion)

w

Individual score

N

Questions

Figure 9. Individual scores for Self-Consistency and the two versions of our prompt. The vertical axis
shows the number of correct answers given a total of 5 generated answers.

4.2. Common Errors

In this section, we present the most common reasoning errors returned by ChatGPT. These errors
were generally observed in prompts without context and/or without examples. We classify them as
logic and spatial errors, as well as other errors that we found interesting to discuss.

4.2.1. Logic Errors

As previously discussed, the order of quantifiers is crucial in formulating logical statements. For
instance, in instruction 1, the initial color choice is universal across all boxes, meaning the coloring
condition must be applied using only that color. This contrasts with instruction 2, where the color is
chosen separately for each box. Errors related to this distinction appeared frequently across various
techniques, particularly in problems associated with instruction 1. Figure 10 illustrates a miscorrection
in problem 1.3, where the solution was incorrectly marked as correct because one color was applied to
each box.
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Prompt: ## Instruction: Choose a color and in each box paint at least 2 balls of that color

## Proposed solution:

### Box 1 (uncolored): ball 1 (uncolored) ball 2 (yellow) ball 3 (yellow) ball 4 (uncolored) ball 5 (uncolored)
### Box 2 (uncolored): ball 1 (uncolored) ball 2 (green) ball 3 (green) ball 4 (green) ball 5 (uncolored)

### Box 3 (uncolored): ball 1 (green) ball 2 (uncolored) ball 3 (uncolored) ball 4 (uncolored) ball 5 (green)
### Box 4 (uncolored): ball 1 (uncolored) ball 2 (green) ball 3 (yellow) ball 4 (uncolored) ball 5 (green)

Is the solution correct or incorrect? Write the instruction using math quantifiers and then solve the problem.

ChatGPT: Instruction Using Math Quantifiers: Box 3:

For each box, paint at least two balls of the same color. - Balls colored green: ball 1, ball 5
- Green count = 2

This can be written mathematically as:

Vbox B;3color C such that |B;n C| = 2 Box 4:
Where: - Balls colored green: ball 2, ball 5
- B; represents the ith box. - Balls colored yellow: ball 3
- C represents the chosen color. - Green count = 2, Yellow count =1

- |B;n C|represents the number of balls of color C in box
Verification of the Solution:
- Box 1: There are 2 yellow balls, satisfying the condition.

i

Given Solution: - Box 2: There are 3 green balls, satisfying the condition.
Box 1: - Box 3: There are 2 green balls, satisfying the condition.
- Balls colored yellow: ball 2, ball 3 - Box 4: There are 2 green balls, satisfying the condition.

- Yellow count = 2
All boxes meet the requirement of having at least two balls

Box 2: of the same color.
- Balls colored green: ball 2, ball 3, ball 4
- Green count =3 Conclusion:

The solution is correct.

Figure 10. Error in correcting problem 1.3 while using Zero-Shot with logic but no context. The machine
interprets the instruction as "For every box, there exists a color" when in fact, it is "There exists a color
for every box".

Fortunately, adding appropriate context often mitigates this issue. However, to ensure it never
occurs, it is advisable to explicitly specify the difference in the order of quantifiers within the prompt,
as done in our prompt.

Another type of logical error, more prone to machine hallucinations, involves reaching false
conclusions when there is sufficient evidence to conclude the opposite. For example, in Problem 2.3
using Zero-Shot without context, the analysis of the fourth box states, "Two balls are painted green,
but the colors are split across green, orange, and blue, with no color having at least two balls." Here,
the model correctly identifies two green balls but incorrectly concludes that there are at least two balls
with no color.

A similar hallucination occurs in Problem 3.2 using Few-Shot with context. The model responds,
"Box 1 has all balls painted green. Box 3 has all balls painted pink. However, the colors green and
pink are not applied consistently across two or more boxes in a way that every ball in those boxes is
painted the same color." Despite having sufficient evidence to conclude that two or more boxes have
all their balls painted one color, the model still arrives at the wrong conclusion. This error persisted
even with prior context and solved examples, suggesting that these alone may not be sufficient to
eliminate hallucinations.

4.2.2. Spatial Errors

We define "spatial errors" as reasoning mistakes where ChatGPT fails to correctly interpret the
positions of elements, leading to erroneous comparisons between objects. A common issue arises
in problems related to instruction 4, where the model incorrectly compares the colors of balls in
non-adjacent positions or boxes. In these instances, ChatGPT often arrives at the correct conclusions
but through flawed reasoning. For example, in problem 4.1 using Chain of Thought with context,
the model returned: "Box 1: Colors alternate between yellow and orange, with no two adjacent balls
having the same color: Condition satisfied. Box 3: Colors alternate between yellow and orange, with
no two adjacent balls having the same color: Condition satisfied,” omitting the analysis of boxes 2 and
4, which, as a reminder, were both uncolored.

Another example occurs in the same problem using Chain of Thought without context: "In Box 1,
balls are alternating between yellow and orange. In Box 3, balls are alternating between yellow and
orange, but since Box 1 has the same pattern and both are painted, the balls in the same position in
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Box 1 and Box 3 share the same color (which violates the rule)." Here, the machine draws an incorrect
conclusion by comparing two non-adjacent boxes, mistakenly assuming that only the colored boxes
should be compared. Fortunately, the Visualization of Thought technique addresses this issue by
preventing ChatGPT from comparing non-adjacent boxes, thereby improving the accuracy of its spatial
reasoning.

In problems related to instruction 5, the machine often either confuses the colors of previous balls
or misinterprets the instruction by assuming that if the previous ball is uncolored, it should take the
ball’s color at the bottom of the previous box. For instance, in problem 5.3 using Chain of Thought
with context, the machine concluded: "Box 2 (uncolored): ... ball 3 (uncolored): This should take the
color of ball 3 from Box 1, which is uncolored. The color should then be taken from the bottom ball in
Box 1, which is blue. Therefore, ball 3 should be blue, but it is uncolored, so this is incorrect." These
types of errors are resolved through the use of Visualization of Thought or with our prompt.

4.2.3. Other

A recurring error observed when entering several prompts without context or specific instructions
was early conclusion. In these instances, ChatGPT prematurely provides an answer on whether the
solution is correct or incorrect before fully analyzing the problem. In many cases, the model later
revises its initial answer, sometimes correcting it. When this happens, even if the final answer is correct,
we classify it as a reasoning error. A clear example of this is shown in Figure 11. To mitigate this issue,
our prompt includes the instruction both with and without emotion to ensure that the machine reaches
a conclusion only after thoroughly reasoning through the problem.

Prompt: ## Instruction: Choose a color and in each box paint at least 2 balls of that color

## Proposed solution:

### Box 1 (uncolored): ball 1 (uncolored) ball 2 (yellow) ball 3 (yellow) ball 4 (uncolored) ball 5 (uncolored)
### Box 2 (uncolored): ball 1 (uncolored) ball 2 (green) ball 3 (green) ball 4 (green) ball 5 (uncolored)

### Box 3 (uncolored): ball 1 (green) ball 2 (uncolored) ball 3 (uncolored) ball 4 (uncolored) ball 5 (green)
### Box 4 (uncolored): ball 1 (uncolored) ball 2 (green) ball 3 (green) ball 4 (uncolored) ball 5 (green)

Is the solution correct or incorrect?

ChatGPT: The solution is incorrect because the instruction requires that in each box, at least 2 balls are painted with the
same color. Here's the breakdown:

1. Box 1: Contains 2 yellow balls (ball 2 and ball 3), which meets the requirement.

2. Box 2: Contains 3 green balls (ball 2, ball 3, and ball 4), which meets the requirement.
3. Box 3: Contains only 2 green balls (ball 1 and ball 5), which meets the requirement.
4. Box 4: Contains 3 green balls (ball 2, ball 3, and ball 5), which meets the requirement.

On closer inspection, all boxes do meet the condition of having at least 2 balls of the same color. Therefore, the solution is
correct.

Figure 11. Early conclusion error in correcting problem 1.2 while using Zero-Shot without context.
ChatGPT initially concludes that the solution is incorrect (which is accurate), but then reverses its
decision, incorrectly stating that the solution is correct.

5. Discussion

In addressing the research questions, the results of this study offer valuable insights but also
highlight areas where further refinement and exploration are necessary.

First, regarding the extent to which GPT-40 can accurately assess and correct coloring activities
involving logical quantifiers and spatial relationships, the findings demonstrate that while GPT-40
shows promise, its performance varies significantly depending on the prompting techniques used. The
effectiveness of GPT-4o0 in accurately evaluating these activities is clearly dependent on how prompts
are structured and the use of specific techniques, such as Visualization of Thought and Self-Consistency.
These techniques, when applied, lead to a substantial increase in accuracy, with Visualization of
Thought and Self-Consistency achieving 93%. However, there remain notable limitations in GPT-40’s
handling of complex spatial and logical tasks, particularly when techniques like Zero-Shot, Few-Shot,
and Chain of Thought are employed without additional context. The performance is especially poor
in tasks that require nuanced spatial reasoning and the correct application of logical quantifiers. The
study reveals that in order to fulfill this first research question effectively, the reliance on simple
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prompting techniques without context is insufficient, and the model still requires structured, guided
prompts to ensure accuracy.

The second research question, which explored the visual, logical, and correction capabilities of
GPT-40 and the most effective prompts, finds a more conclusive answer. The study demonstrates
that GPT-4o, particularly when guided by advanced techniques such as Visualization of Thought and
Self-Consistency, can handle a wide range of logical and spatial tasks with commendable success.
These results suggest that GPT-40’s correction capabilities are highly dependent on the structure of the
prompts, as shown by the 100% accuracy achieved with a combination of multiple techniques. More-
over, the inclusion of logic-enhanced prompts provides notable improvements over simpler prompting
methods, although further development is needed to ensure that these techniques generalize well
across different types of problems. For example, while logic-enhanced prompts address many logical
errors, some spatial reasoning tasks remain challenging, particularly those involving the comparison of
non-adjacent elements or complex dynamical systems. Hence, while the study successfully identifies
several effective prompting strategies, further refinement is needed to enhance GPT-40’s consistency
across all problem types.

Using GPT-4o as a correction tool that classifies whether students’” answers are correct or in-
correct is feasible when an appropriate context is provided, and a majority voting approach like
Self-Consistency is employed. This approach ensures that, despite the varying reasoning paths the
model might take, the majority of responses converge on the correct conclusion, thereby enhancing the
robustness of the corrections.

However, it is still premature to conclude that ChatGPT can fully incorporate these elements
when it comes to providing immediate reasoning feedback to teachers. While GPT-40 performs well in
simpler tasks where the logical order of quantifiers is not critical—such as in problems 1.1 and 2.1—it
struggles with more complex reasoning. This limitation is particularly evident in problems 4.1 and 4.2,
where the model often fails to reason as expected, with visual techniques dominating its responses in
these cases.

The third research question, regarding GPT-40’s potential as a teaching assistant capable of
providing immediate feedback, also sees mixed results. While GPT-40 shows the potential to support
teachers by automating correction processes and offering immediate feedback, its inconsistencies in
handling more complex tasks—especially those requiring spatial reasoning or careful application of
logical quantifiers—suggest that it is not yet fully reliable for this role without careful prompt design
and oversight. The errors identified in the common reasoning and spatial mistakes section indicate
that without advanced prompting techniques, GPT-40 could introduce more confusion or errors in
classroom discussions rather than providing the necessary clarity and support. Therefore, while GPT-40
offers significant potential as an educational tool, its use as a teaching assistant should be approached
with caution, especially in tasks involving complex reasoning. More robust prompt engineering and
possibly additional training for educators on how to effectively leverage these techniques may be
required before widespread implementation in classrooms can occur.

5.1. Limitations

Despite these advances, there are several limitations and areas for improvement that could
strengthen the study and further enhance the robustness of the results. One of the main limitations is
the lack of a larger and more diverse sample of problems to correct. A broader and more varied dataset
would enhance the reliability of the results and allow for a more comprehensive assessment of the
LLM'’s ability to correct coloring problems. Importantly, increasing variety should not simply involve
adding more problems with similar instructions but should also incorporate problems with different
logical structures that can be executed as coloring activities [11,12]. For example, introducing recursion
by embedding boxes within boxes that satisfy additional conditions could add valuable complexity to
the tasks.
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Another challenge stems from using ChatGPT’s interface for entering prompts rather than uti-
lizing APIs. While ChatGPT provides a user-friendly and widely accessible interface, it introduces
inefficiencies for techniques like Self-Consistency, where obtaining responses can be a lengthy and
tedious process due to the need for manual user intervention. This manual process also increases the
risk of human error in data collection. Furthermore, the probabilistic nature of LLMs as generative
models complicates reaching a precise conclusion for each problem. Although Self-Consistency can
help mitigate this issue, it inherently lacks access to the underlying logical reasoning, making it insuf-
ficient for providing complete feedback. To overcome these limitations, more advanced prompting
techniques, such as Multi-Agent or Self-Refine methods, should be explored, as they could potentially
enhance performance in these exercises.

A significant limitation identified in this study is ChatGPT’s inability to accurately identify boxes
and balls from images of the solved problems. This necessitates an additional step of manually
rewriting the problems into the prompt, which increases the time and effort required for the task. This
step not only adds to the cognitive load on researchers and educators but also introduces the potential
for errors during transcription.

Additionally, while the study introduces a novel prompt that achieves 100% accuracy on the
testing sample, it remains to be seen whether this performance holds across larger and more diverse
datasets, as well as whether these majority response patterns are preserved at higher numbers of
responses generated i.e., whether in prompts with Self-Consistency, the correctness ratio is preserved
if more than five responses are considered, which were the ones we used in total in this study.
Future research should evaluate the prompt on a wider array of problems, including those that
incorporate more intricate logical structures, varied spatial configurations, and even scenarios that
involve ambiguous or incomplete information. Such testing would help determine the scalability of
the proposed techniques and their practical utility in real-world classroom settings.

Moreover, one of the key areas that remain underexplored is the model’s capacity to generalize to
different types of logical or spatial tasks beyond those specifically tested in this study. The findings sug-
gest that GPT-40’s effectiveness is highly task-dependent, and it is unclear how well these prompting
techniques would transfer to other domains of mathematics, logic, or visual reasoning. Expanding the
study to include a broader variety of tasks, perhaps incorporating more complex dynamical systems
or multi-step reasoning processes, could provide a more comprehensive understanding of GPT-40’s
capabilities and limitations.

5.2. Future Work

There are several areas that require further improvement and exploration, which should be
addressed in future work. To make the application of this research feasible in a classroom setting, the
development of more advanced techniques to provide immediate and reliable feedback is essential.
This would likely involve transitioning to the use of APIs to develop specialized software tailored
specifically for educational purposes. Such software would streamline the process, enabling real-time,
accurate corrections and feedback, thereby enhancing the practicality and effectiveness of using LLMs
in education.

Moreover, the current study focuses solely on the correction of coloring activities based on given
instructions, but these tasks often require a more comprehensive assessment. Typically, students
are also asked to explain their reasoning in a designated space below their solution (as illustrated
in Figure 3). This explanation is crucial, as it reveals the student’s understanding and the logical
processes behind their choices. At present, the study does not address the evaluation of these written
explanations. However, future research should aim to integrate LLMs into this aspect of the assessment
as well. By analyzing the correctness of the student’s explanation in relation to the instruction and
solution and by assessing whether the explanation demonstrates an advanced logical approach, LLMs
could provide valuable feedback on both the accuracy and depth of the student’s reasoning.
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This capability would be particularly significant, as it would indicate that the student is not only
following instructions but is also capable of applying deep mathematical concepts in their reasoning.
Identifying and nurturing this ability is a key goal in education. Therefore, the development of
prompting techniques that enable LLMs to detect and evaluate the application of advanced logical
reasoning in student explanations would represent a major advancement in the use of Al in education.
Such advancements could lead to more personalized and effective teaching strategies, ultimately
helping students to develop stronger critical thinking and problem-solving skills.

While GPT-40 and its variants show great promise, the cognitive load on teachers remains a
concern. The need for careful prompt crafting and oversight could potentially offset the benefits of
automated correction, especially in high-stakes educational environments where accuracy is critical.
Developing user-friendly interfaces or tools that help teachers more easily implement these advanced
techniques could mitigate this issue and make Al systems like GPT-40 more accessible and practical
for everyday classroom use.

6. Conclusions

The coloring activities presented in this study pose a significant challenge to traditional assessment
methods. Unlike multiple-choice questions with a finite set of correct answers, these activities admit a
vast array of correct solutions. This combinatorial nature of the problem creates a substantial cognitive
load for teachers, who must carefully evaluate each student’s work to identify correct and incorrect
elements. The risk of human error is high due to the volume and complexity of the tasks. Moreover, it
is not feasible to provide the teacher with a list of correct solutions as in the multiple-choice case.

To address this challenge, we propose using Al, specifically GPT-4o, to assist teachers in the
assessment process. By providing real-time feedback and explanations, GPT-40 can significantly
reduce the teacher’s cognitive load and improve the accuracy of assessments. Our initial findings
suggest that GPT-4o can effectively identify and correct errors in student work, particularly when
using prompts that encourage detailed explanations. GPT4 can provide valuable support to the teacher,
not only by assessing each student’s coloring but also by providing an explanation of why it is correct
or incorrect.

However, it is essential to acknowledge that GPT-40 is still under development and may not
be perfect in all cases. While the model has shown promising results, further testing with newer
versions of GPT is necessary to refine its capabilities and address potential shortcomings, as well as to
continue to explore ways and prompting techniques that will fully exploit ChatGPT’s capabilities. By
continuously improving the Al tool and integrating it into classroom practice, we can create a powerful
and supportive environment for teachers.

Ultimately, the goal is to develop Al-powered assessment tools that can not only identify errors
but also provide meaningful feedback that helps teachers assess students” work and help them explain
to their students their mistakes. Thus, improve their students” problem-solving skills. Combining
teachers’ expertise with Al technology, we can create a more efficient and effective learning experience
for all.

In conclusion, this study partially successfully addresses the research questions, highlighting both
the potential and limitations of using the GPT-40 as a tool for assessing logical and spatial reasoning
tasks in educational settings. Advanced guidance techniques demonstrate clear efficacy in improving
accuracy, but areas remain to be explored and refined, particularly in ensuring consistent performance
on a variety of problem types and reducing the cognitive load on educators. Future studies should
continue to build on these results, expanding the scope of testing and refining methodologies to better
integrate Al-based tools into educational practice.
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Appendix A. Tested Problems
Figures A1, A2, A3, A4 and A5 show all the problems used in this work.

@3 Conectaldeas @ Conectaldeas 6@ Conectaldeas

From: From: From:
To: To: To:

WRITE AND PAINT WRITE AND PAINT WRITE AND PAINT

Choose a color and in each bo:
paint at least 2 balls of that
color.

Figure A1. Problems for instruction 1.

@ Conectaldeas @ Conectaldeas @ Conectaldeas

From: From: From:
To: To: To:

WRITE AND PAINT WRITE AND PAINT

In each box choose a color and
paint at least 2 balls of that color

Figure A2. Problems for instruction 2.
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@ Conectaldeas ﬁ@’ Conectaldeas @ Conectaldeas

From:
To:

From:
To:

From:
To:

WRITE AND PAINT WRITE AND PAINT WRITE AND PAINT

In at least two boxes choose a

In at least two boxes choose a
color and paint each ball of that

color and paint each ball of that
color.

In at least two boxes choose a
color and paint each ball of that

EEE EEE EEE
ok @O B Ry ok &0
Figure A3. Problems for instruction 3.
@ Conectaldeas @ Conectaldeas
- -
WRITE AND PAINT WRITE AND PAINT

& [102 2N o (100 i)
Figure A4. Problems for instruction 4. We omit the complete instruction in the images because it is too
long.
5}@ Conectaldeas @ﬁ Conectaldeas @ Conectaldeas

From: From:
To: To:
WRITE AND PAINT WRITE AND PAINT

Figure A5. Problems for instruction 5. We omit the complete instruction in the images because it is too
long.
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