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Abstract: The microfluidic industry recognizes the lack of sensitive and standardized testing methods as one
of the major hurdles to overcome before fulfilling its revolutionary promises. Highly ranked upon the list of
things in need of testing methods are the internal dimensions of microfluidic structures after chip assembly.
This work, performed under the MFMET project, aims to address this challenge by presenting and comparing
multiple protocols for measuring the dimensions of internal microfluidic channels of fully assembled
transparent chips. The protocols include optical profilometry, optical microscopy and tiled digital imagery.
Several standardized chip designs out of two different materials commonly used in microfluidics (D263@bio
and TOPAS© COC) were measured by the different protocols. A consistency analysis through normalized error
statistics revealed optical profilometry as the preferred method due to its low uncertainty compared to the
other protocols and its higher consistency with nominal geometry values. All protocols showed difficulty with
vertical depth measurements of internal structures. Associated possible directions of future research are
considered including further study of the influence of multiple refractive surfaces on optical profilometry
measurements and further investigation of confocal microscopy as a potential measurement method showing
promising preliminary results. The influence of the different materials appears to be minimal on optical
profilometry, but other materials and method would merit looking into before such an observation might be
generalized. In conclusion, the results of this work directly address the current lack of measurement methods
for internal microfluidic structures by providing a comprehensive comparison of different protocols, ultimately
suggesting a preferred option for immediate application within the microfluidic industry. Additionally, this
work offers valuable directions for future research, serving as an initial step in overcoming a significant
challenge that impedes the microfluidic industry from realizing its revolutionary potential.

Keywords: microfluidic chips; optical measurements; channels dimensions; methods validation

1. Introduction

Born from four parents, molecular analysis, molecular biology, biodefence and microeletronics?,
the field of microfluidics has always had a large potential to be disruptive in many different fields?3.
With its foundation on basic principles of small liquid volume actuation aiming at the miniaturization
of analytical and chemical methods*, it held and still holds the promise of revolutionizing a plethora
of different industries®.

Especially over the last few years, the microfluidics industry has experienced exceptional
growth. The industry with its many applications such as chemical analysis, point-of-care
diagnostics®’, pharmaceutical research®® using for example microphysiological systems!®!! is
expected to continue its growth at a compound annual growth rate of 2.2% until 2028.*

© 2024 by the author(s). Distributed under a Creative Commons CC BY license.
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Regardless of the application, the internal geometry of a microfluidic circuit often plays a crucial
role in the functionality of the device. For example, precisely required dilution ratios in point-of-care
diagnostic devices or the need for physiologically relevant shear stresses in microphysiological
systems'®* can put tight geometrical constraints on chip manufacturers.

For something so important to the device’s functionality, the industry has an interest in being
able to characterize the internal geometry of a chip. Chips are often made of multiple structured
layers sealed on top of each other to form the final product. Dimension measurement of the structure
before sealing is doable (for example by optical microscopy or stylus profilometry). However, once
assembled the channels are on the inside of a chip, making their characterization more difficult due
to material properties and physical constraints. This is a major issue, because the assembly method
can change the structure of the chip compared to its unassembled state. This leaves the user as well
as the manufacturer in the unknown regarding the geometry and dimensions of the flow circuit they
are actually using or providing.

The industry itself has identified the lack of sensitive and standardized testing methods and as
one of the major hurdles to overcome for it to fulfil its revolutionary promises!>°.

To help the microfluidic industry overcome this challenge, this work presents multiple protocols
for measuring the dimensions of internal microfluidic channels of fully assembled transparent chips.
Each protocol’s reproducibility and precision are analyzed and compared against each other. Both
glass and polymer chips are used as measuring substrates to identify the influence of material on the
reproducibility of the results.

The protocols described herein will enable automated, non-destructive, reproducible
characterization of internal geometry of transparent microfluidic chips after assembly, making them
suitable for industrial applications. Thereby, they remove the uncertainty caused by any potential
deformation during assembly, allowing users to be sure of the device they are using and
manufacturers to be confident of the chips they are providing.

The article has the following structure: Firstly, the chip designs used as measurement substrates
will be established. Then we elaborate on the different measuring techniques used and present their
results. The different sets of results will be analyzed followed by consistency tests between the
different protocols and between the protocols and nominal values. Ultimately, the influence of
different material on the dimension measurements will be examined. A discussion and conclusions
can be found at the end of the article.

2. Chips Geometries

Batches of chips were designed and manufactured out of two different materials; D263©bio
glass17 and COC (Cyclic Olefin Copolymer, tradename TOPAS©18). The chips of each material have
different internal dimensions and different designs. The choice of geometries was a consequence of
the different applications for these chips in the EURAMET 20NRM02 MFMET project'® (MFMET —
Establishing Metrology Standards in Microfluidic Devices?®). These applications included most
notably, leakage tests??, flow resistivity tests??, and the dimensional measurements described here.

All designs adhere to the ISO 22916:2022 standard on interoperability requirements for
dimensions, connections and initial classification of microfluidic devices®3. Most notably influencing
the chips’ footprint as well as connection positions and dimensions. This allowed the significant
number of different participants to use the same connector and be sure that the chips were compatible
with each and everyone’s measurement setup. In addition, these chips are meant to serve as transfer
standards for other laboratories. Compliance with ISO 22916:2022 will facilitate compatibility with
laboratories outside the scope of this project.

2.1. Glass Transfer Standart Chips

In glass, eight different chip designs (footprint 15 x 45 mm) were established (see Figure 1). Each
design has one or several main channels, some of which were connected to one or multiple so-called
leakage channels: a channel significantly smaller in cross-section than the main channels, thus
simulating a leak. All glass designs, except design 08, have a reference channel (Channel 01 in Figure
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1) that has no additional side issues to it. Figure 3 shows one of the glass Design 04 chips as an
example. Technical design drawings of these glass transfer standard chips can be found in the
Electronic Supplementary Information.

The glass chips were fabricated by IMT Masken und Teilungen AG, Switzerland, out of
D263@bio glass'” using isotropic wet-etching techniques utilizing hydrofluoric acid-based etching
solutions commonly used in the semiconductor industry. The final chips consist of two halves, which,
after their individual fabrication, are bonded one on top of the other. The device’s critical dimensions
passed quality assurance during and after processing. For design 01 to 05 four chips were produced,
of design 06 and 07 three chips and of design 08 a two were fabricated. One of each was kept apart

from this study as a back-up.
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Figure 1. Different glass chip designs and their geometry nomenclature for measurements.
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Figure 2. Polymer chip design and its geometry nomenclature for measurements.
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Figure 3. Example of glass transfer standard chip, Design 04 is depicted.

2.2. Polymer Transfer Standart Chips

In polymer, there was a single microscope-slide-sized chip design with eight different circuits
(see Figure 2). Each circuit consisted of two main channels with a leakage channel between them. The
leakage channels are of two distinct lengths, four times the longer and four times the shorter leakage
channel. The lumen of the leakage channels is rectangular and changes between circuits. Figure 4
shows one of the polymer chips. Detailed designs, Technical drawings, and CAD files of the polymer
chip design can be found in the Electronic Supplementary Information.

The polymer chips were provided by microfluidic ChipShop GmbH, Germany, who fabricated
them by injection molding.

Figure 4. Example of a polymer transfer standard chip.

Once finished, the top part with its microfluidic structure is sealed onto a thin bottom slide to
close the chip. The entire chip is made of COC (Cyclic Olefin Copolymer, tradename TOPAS©18).

3. Three Different Measurement Protocols

3.1. Protocol 1: Optical Profilometry

The first protocol entails optical profilometry. Optical profilometry is a method that uses light
instead of a physical probe to characterize geometries. This allows non-destructive measurements
without the need to get in direct contact with the object. Because of its light-based nature, it is
particularly suitable for measurements within transparent substrates.

A SmartScope ZIP®250 (with its accompanying software ZONE3© (both from Optical Gaging
Products (OGP) part of Quality Vision International (QVI), NY, USA) was used to perform
measurements of the internal geometries. Table 1 gives details of the instrument. The setup is shown
in Figure 5.
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Figure 5. Different setups for dimension measurements. a) Optical profilometer OGP SmartScope
ZIP®250. b) Optical microscope Olympus BX53M with its calibration gauge. c) Stereo binocular
microscope Leica Wild M3Z with its calibration gauge. d) Digital camera Nikon D5300 with its
calibration gauge. e) Optical microscope Zeiss Axio Imager with its calibration gauge.

Table 1. Specifications of the different instruments used for dimension measurements.

Uncertainty
Instrument Range Lens Lighting Calibration  linked to
calibration
In plane (XY):
OGP Subst‘age LED profile nnual £2 pm +4L/1000
SmartScope > 1 pm x1 Coaxial LED surface calibration Vertically (Z):
1 ™
ZIP®250 x2 S.mar’Fng LED report by OGP + 2:5 um + 5L/1000
ring light In-image:
<1 pm
x1.5
Olympus Test pattern
1 1%
BX53M <10000 pm x5 (see Figure5) 1%
x 15
Leica Wild Test pattern o
M3Z >10 000 pm x 2.56 (see Figure 5) 2%
In-image:
x1,£/2.8,
T 45 %
Nikon D5300 >10 000 um 105 mm estpattern — 0.45%
macro lens (see Figure 5)  On tiled images:
0.76 %
Zeiss Axio <10000 um x 2.5 Test Rattern 015 %
Imager (see Figure 5)

OGP staff annually recalibrate the instrument, which gives a guarantee for its accuracy shown
in Table 1 (Calibration report incorporated in the Electronic Supplementary Information. Please note
the difference in the uncertainty between measurements where the stage has moved a distance L
between two measure points and static in-image measurements.

The OGP SmartScope ZIP®250 can focus automatically on a focus plane within an initially user-
defined margin. The software then treats this image directly to identify geometrical features, which
are then used to measure the dimension of interest. In practice this comes down to the following: To
determine a channel width (main or leakage), the profilometer will find the focus plane at the top of
the channel, determine the outer most edges and then measure the width between these edges (refer
to Figure 6).
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Figure 6. Definition of measurements. a) The width of the channels is taken as the maximum width.
b) The diameter of the holes is taken as a feature recognition of the internal hole. c) Point on the bottom
Z-plane of the polymer channel. d) Point at the top Z-plane of the polymer channel. e) Point on the
top plane of the glass chip when the chip is the right way up. f) Point on the measurable channel plane
of the glass chip when the chip is the right way up. g) Point on the top plane of the glass chip when
the chip is upside down. h) Point on the measurable channel plane of the glass chip when the chip is
upside down. i) MountainsMap©’s “Distance between two points” and “Customized path” tools
applied to design 08. j) MountainsMap©’s “Distance between two points” and “Customized path”
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tools applied to S-channel in design 04. k) A stitched image for Design 01 using the Nikon D5300
camera. I) A stitched image for Design 04 using the Zeiss Axio Imager with Ludl BioPoint2 stage.

The depth measurements were challenging. For the polymer chips, they were slightly more
straightforward than in glass. The depths of all channels were measured by determining a focus plane
at the top and at the bottom of the channel using the software’s “Focus” tool set to establish a point
in 3D space on each plane. Consequently, the software measured the distance in Z between these two
points to establish the channel depth (refer to Figure 6). Depth measurements by optical profilometry
inside transparent materials are subject to deformation. This deformation is a consequence of the
material’s refractive index, which depends on the wavelength of the light used to find the focus plane.
The SmartScope ZIP®250 uses a grid light to find its focus in Z. According to OGP, this light has a
wavelength ranging from 575 to 625 nm. Thus, the polymer’s refractive index for 589 nm at 25°C,
np=1.53, provided by microfluidic ChipShop GmbH, Germany, was used to compensate for this
deformation** To do so, all the optical profilometer’s depth measurements in the polymer chips
were multiplied by np.

For glass, the optical profilometer appeared to have issues finding different focus planes for the
top and the bottom of the channels. Therefore, a more elaborate approach was adopted to estimate a
channel depth. The optical profilometer was capable of establishing the top and bottom plane of the
entire chip as well as one plane of a channel (refer to Figure 6). The assumption was made, that this
was the plane of the channel that was on top. In other words, when the chip was the right way up,
consecutively the top of the chip, the top of the channel and the bottom of the chip could be measured.
When the chip was turned over, the order inversed, and the measured channel plane changed.
Therefore, when the chip is upside down, consecutively the bottom of the chip, the bottom of the
channel and the top of the chip were measured. The following formula was then used to estimate the
depth of the channel:

D= ((Zchnl,z - Ztop,z) - (Zchnl,l - Ztop,l)) ‘Np (1)

where D naturally represent the estimated channel depth, z_(chnl,2) and z_(top,2) the z-coordinates
of the measurable channel plane and the top plane measured when the chip is upside down,
z_(top,1)and z_(chnl,1) the z-coordinates of the measurable channel plane and the top plane
measured when the chip is the right way up. np In this case, is the refractive index of D263©bio
glass. Given the range of light provided by OGP, the glass’s refractive index for the spectral line of
the center of double sodium (589.2938 nm)25 n,=1.5230, provided by Schott AG, Germany, was used
to compensate for deformation1?7.

The length of the main channels was defined as the maximum distance between the circles of
the inlet and outlet holes. The lengths of the leakage channels were established similarly. Hole
diameter was determined using the “Feature finder” tool set to determine a circle on the internal hole
(see Figure 6).

For the lengths of the more complex non-linear channels, difficulty was encountered. Attempts
were made with multiple different settings and ZONE3®© tools to measure the lengths of the L-, U-
and S-shaped channels. However, no reproducible parameters were found.

The above-described steps are programmable on the OGP SmartScope ZIP®250. This means that
a specific measurement protocol including positions, fields of view, focus zones, lighting and image
treatment settings can be stored in a program, allowing for repeatable tests of identical objects. Once
established, a measurement program would be run three times on each chip.

Using the data from each of these runs, an average and a standard deviation (o,) were
determined. Together with the uncertainty associated with the calibration of the machine (o,) (noted
in Table 1), a standard uncertainty of the measurement (u) is calculated using the following formula:

u=./02+0? 2)

This is done under the assumption that these are the two largest sources of uncertainty. For the
purpose of this article, the variability of the refractive index will not be taken into account. This might
be work for further investigation.
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3.2. Protocol 2: Optical Microscopy

The second protocol utilizes regular optical microscopy. Two different microscopes were used.
Depending on the dimensional range of the microfluidic geometries of interest, either an optical
microscope (Olympus BX53M) or a stereo binocular microscope (Leica Wild M3Z) was used. Details
of the two instruments are included in Table 1.

Each instrument has its own gauge structure involved in its calibration process (shown in Figure
5). This process permits the traceability of the measurement results to the International System of
Units (SI). The uncertainties associated with calibration for each instrument can be found in Table 1.

The width and length of the leakage channels, the width of the main channels as well as the hole-
diameters were all measured using the Olympus BX53M (with the x5 or x10 lens). Images were taken
and analyzed using Olympus Stream Essentials 2.3.3 (Build 17023). This software includes a tool for
continuously acquiring images of the object to be analyzed and automatically determining the
different focal planes in a single image. It was in this final merged image that the measurements were
made.

Similar as for the optical profilometer the largest dimension was taken as the width of the
channel (refer to Figure 6). For the length of the main channels, the maximum distance between the
inlet and outlet holes was taken. These were measured with the Leica Wild M3Z binocular
microscope. The measurements were carried out by manually adjusting the focal plane.

For the holes’ diameter, a circle tool was used. In this case, the main focal plane was difficult to
identify. A large number of focal planes very close to each other can be observed. It is hypothesized
that his is due to the hole-drilling step in the manufacturing process of the chips. Different
measurements were performed, and an uncertainty was assessed to take into account these various
focal planes and irregularities in the structure.

The length of non-linear channels (main or leakage) was measured using specific tools from the
MountainsMap®© version 10 software package (from Digital Surf, France). Depending on the channel
shape’s complexity, either “Distance between two points” or “Customized path” were used (see
Figure 6). In both cases, the length was determined following the median line of channel width.

Measurements were run thrice on each chip and their results were treated into a standard
uncertainty with the same approach as protocol 1.

3.3. Protocol 3: Tiled Digital Imagery

The third protocol uses two different instruments, both with a wide field of view. Firstly, a
digital camera, a Nikon D5300 fitted with a 105 mm, 1x, £/2.8 macro lens was used. Digital cameras
offer portability, affordability, and high resolution. Since they can detect events within entire
microfluidic devices, they have been widely used with paper-microfluidic devices for on-site
diagnosis*®?*’ and high-speed imaging and detection of events within microfluidic devices?®. For
the second instrument, an optical microscope similar to protocol 2 was employed. In this case, the
optical microscope is a Zeiss Axio Imager equipped with a Ludl BioPoint2 motorized stage, Zeiss EC
Plan Neofluar 2.5x/0.085 objective and Zeiss HRc camera. Details of both devices are included in
Table 1.

Calibration of these instruments was carried out using standard reference bars (shown in Figure
6). This way the resolution of the instruments and the uncertainty linked to calibration can be
established (included in Table 1). The calibration report can be found in the Electronic Supplementary
Information.

The measurements in this protocol were made using image treatment. For the diameters of the
holes and the channel widths, both instruments could use a single image. The uncertainty of these
measurements consists only of the consistency linked to calibration of the instruments.

For the length of the main channels, tiled images were used. The total number of frames for
covering an entire microfluidic channel depends on the field of view of the instrument. The accuracy
of the measurement is affected by how the frames are stitched together, the quality of images and
uncertainty linked to calibration of the instrument.
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The Nikon D5300 camera with its large field of view only needs two frames to cover an entire
main channel in the glass chips (see Figure 6 as an example). The images need to be taken with
overlapped areas such that they can be stitched together in Image] by overlaying blemishes in
successive frames. The uncertainty of overlaying is + 3 pixels/frame (1 pixel =8.44 m according to
its calibration). However, the image quality is poor, meaning there is significant uncertainty in
defining the ends of the channels. This is approximately 6 pixels at each end, so in total the error is
of + 15 pixels, which equals 0.31% of the total length of 39 800 m. Furthermore, the leakage channels
were not sufficiently visible in the images to warrant reliable measurements. Together with the
uncertainty linked with the instrument (0.45% see Table 1), the potential uncertainly of the length
measurements for this system is 0.76%.

The Zeiss Axio Imager contains a motorized Ludl BioPoint2 stage. Again, overlaying blemishes
in adjacent image frames could achieve stitching of a composite image (see Figure 6 as an example).
In this case, however, the precision and reproducibility of the Ludl BioPoint2 stage (<1 m) was
sufficiently good such that the results were indistinguishable. The notable advantage of this
instrument was the higher numerical aperture (NA) of the 2.5x objective (NA = 0.085), which gave
images of better clarity, making definition of the channel and hole borders much clearer with the
resulting improvement in the precision of the measurements. Therefore, the uncertainty in defining
the ends is negligible (or at most at 1 pixel). Hence, the total uncertainty of the length measurements
of the Zeiss Axio Imager is the same as its in-image uncertainty linked to device calibration (i.e. 0.15%,
see Table 1).

Both devices measured multiple glass chips once. For the other protocols the average of multiple
measurements with a single method were taken as final measurement values. In this protocol, the
average of the two measurements was taken to establish a measurement value for the protocol. Given
this combination of two different methods, the standard uncertainty definition from Equation (2)

needs to be updated as follows:
u= ’%21 + 0% + o} ©)

where o, is the uncertainty associated with the Nikon D5300 (which thus differs between in-image
and tiled image measurements, Table 1), 0., is the uncertainty associated with calibration of the
Zeiss Axio Imager and o, remains the standard deviation between the two values.

3.4. Evaluation of the Measurement Results

For the evaluation of the consistency of the three protocols, their results will be tested against a
reference value. For each measurement (for example the diameter of Hole 01 in Channel 01 of Design
01) a reference value can thus be defined. This reference value (called RV) is determined as the mean
of the measurements values of the three protocols combined using the weighted means formula.
Here, the inverse square of the standard uncertainty (u,,) associated with the average of a protocol’s
measurement values (x,,) serves as its weighting factor?®:

RV = X1 /% () F. 4 X /U (X)
T1/u(xy) A+ H1/u2(xy,)

(4)

The following formula will then give the standard uncertainty u(RV) associated with the
reference value®®:

1
u(RV) = 1 1 5)

T e R W)

Once the reference value and its standard uncertainty defined, the measurement values of each
protocol can be tested for consistency with this reference value. To identify this consistency the
normalized error (E,) was calculated3°:
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E = X, — RV
" U - UERY) ©

where E, serves as a protocol’s consistency indicator for a specific measurement, x_n the average of
a protocol’s measurement values again, RV the reference value of the same measurement and U (x,,)
and U (RV) their associated expanded uncertainties calculated as U=k*u with k=2.
With the value of E,, one can draw the following conclusions:
e A protocol’s measurement values are consistent for a certain measurement (test passed) if | E, |
<L
e A protocol’s measurement values are inconsistent for a certain measurement (test failed) if | E, |
>1.

The approach described thus far allows the comparison of the protocols between each other.
However, it does not necessarily say much about the accuracy of all protocols. Besides a reference
value, a nominal value can be defined for all measurements as well. These nominal values and their
standard uncertainties were defined by combining the dimensions in the technical design drawings
with quality assurance measurements and statistical tolerances provided by IMT Masken und
Teilungen AG. Thus, the nominal values aim to represent the theoretical dimensions that the
geometry should have.

For the diameters of the holes no statistical data was available, so the value from the design, i.e.
800 pm was taken as nominal. Based on IMT’s experience, it was assumed that a standard uncertainty
of 15 um could be used, leading to an expanded uncertainty of + 30 um.

The depth was measured by IMT during quality assurance. Values were within a range of 98.3
1 0.4um, giving an expanded uncertainty of + 0.8um.

The width of the main channels was estimated knowing the depth resulting in a calculated
nominal value of the width of the channels of 996.6um + 2.66um for this specific batch of chips.

Finally, the length of the main channels, as it is measured as the maximum distance between the
entrance and exit holes (designed at 39 800 um) will depend on the precision of hole placement. Based
on IMT’s experience this should have a precision of + 7.5 um for each hole, leading to a total standard
uncertainty of + 15 um for the length of the main channels, thus an expanded uncertainty of + 30 pm.

With these estimations, the consistency of the measurement values of each protocol with the
nominal values can be tested.

Finally, to see the influence of material on measurements a somewhat straightforward approach
was adopted. In this case, protocol 1 was applied to the glass chips as well as polymer chips. Normally
the standard uncertainty of both sets of measurements would be compared. This standard
uncertainty was defined in Equation (2) and consists of a standard deviation term (o, related to the
actual measurements and of an uncertainty term (o,) related to the calibration of the machine used.
Since the uncertainty related to calibration of the OGP SmartScope ZIP®250 is identical for both
polymer and glass measurements, it is more indicative to compare the standard deviations of the
actual measurements. Thus, measurements and their standard deviations from protocol 1 on polymer
and glass will be compared.

4. Results

4.1. Glass Chips

Each protocol naturally gave a set of results for the glass chips. The three complete sets of results
can be found in the Electronic Supplementary Information. For analysis purposes, the results from a
single chip, Design 01 — series 01, and only its first channel, Channel 01, will be treated here. In this
channel, the protocols performed the following measurements:

- The diameter of Hole 01
- The diameter of Hole 02
- The width of the channel
- The depth of the channel
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- The length of the channel

The subsequent figures (Figure 7, Figure 8, Figure 9, Figure 10 and Figure 11) show the resulting
values from all three protocols, their associated reference value and the nominal value of each

measurement.
Protocol values, reference value (RV) and nominal value
of the diameter of Hole 01 of Channel 01
of chip Design 01 - series 01
860
. 840 —
E -
=" 820 ®
w ® Values
= 800 _.
> L
- ——RV
i 780
e - ——U(RV)
£ 760
(]
740
720
Protocol 1 Protocol 2 Protocol3  Nominal value

Figure 7. Consistency test for the diameter of Hole 01 in Channel 01 of chip Design 01 - series 01. Error
bars represent the expanded uncertainty. Likewise U(RV) is the expanded uncertainty associated with
the reference value.

Protocol values, reference value (RV) and nominal value
of the diameter of Hole 02 of Channel 01
of chip Design 01 - series 01
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740
720
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Figure 8. Consistency test for the diameter of Hole 01 in Channel 01 of chip Design 01 - series 01. Error
bars represent the expanded uncertainty. Likewise U(RV) is the expanded uncertainty associated with
the reference value.
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Protocol values, reference value (RV) and nominal value
of the width of Channel 01
of chip Design 01 - series 01
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Figure 9. Consistency test for the width of Channel 01 of chip Design 01 - series 01. Error bars
represent the expanded uncertainty. Likewise U(RV) is the expanded uncertainty associated with the

reference value.

Protocol values, reference value (RV) and nominal value
of the depth of Channel 01
of chip Design 01 - series 01
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Figure 10. Consistency test for the depth of Channel 01 of chip Design 01 - series 01. Error bars
represent the expanded uncertainty. Likewise U(RV) is the expanded uncertainty associated with the

reference value.
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Protocol values, reference value (RV) and nominal value
of the length of Channel 01
of chip Design 01 - series 01
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Figure 11. Consistency test for the length of Channel 01 of chip Design 01 - series 01. Error bars
represent the expanded uncertainty. Likewise U(RV) is the expanded uncertainty associated with the
reference value.

To determine the consistency between the different protocols and their resulting reference value,
the normalized error values (E) are shown in Table 2.

Given that the depth was only measured with protocol 1, there is no reference value nor
normalized error for a consistency test.

Finally, the consistency between the protocols and the nominal value was determined for each
measurement. The normalized errors for this consistency test are shown in Table 3.

Table 2. Normalized error values between protocols and their resulting reference value RV for each
measurement. Normalized error values indicating inconsistency are marked in red.

Ezr:gier ODzlameter Hole Width Depth Length
Protocol 1 -1.78 -4.44 -1.57 N/A 1.48
Protocol 2 0.33 4.14 1.65 N/A 0.32
Protocol 3 2.30 1.12 -0.40 N/A -1.95

Table 3. Normalized error values between protocols and the nominal value for each measurement.
Normalized error values indicating inconsistency are marked in red.

E;alr:g;er ODzlameter Hole Width Depth Length
Protocol 1 0.16 0.33 -0.93 -7.81 0.02
Protocol 2 0.35 0.96 0.23 N/A 0.20
Protocol 3 0.99 0.99 -0.42 N/A -2.04

4.2. Polymer Chips

The full set of results from the polymer chips acquired with protocol 1 can be found in the
Electronic Supplementary Information. As an excerpt, Table 4 shows the width and depth
measurements as well as their standard deviations of the first circuit of one of the COC chips. To
facilitate a more meaningful comparison of these standard deviations against those from
measurements made on glass chips, they are expressed in percentage as well.

Thus, for comparison purposes, Table 5 shows measurements and uncertainties of protocol 1 for
the measurement directions corresponding to those of Table 4.
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Table 4. Measurements of the width and depth of the channels in circuit 1 of one of the TOPAS(C)
COC chips as well as their associated standard deviations.

Width Depth

Average measured Standard deviation Average measured Standard deviation
Channel 01 503.1 um ?010”;‘; 358.0 um 2075”;’;
gfakage Channel 108.5 um (()011”;3‘ 123.6 um 218 4*;3
Channel 02 508.1 pm ?010“;1; 372.9 um 3077@;

Table 5. Measurements of the width and depth of the channels of glass chip Design 01 - series 01 as
well as their associated standard deviations.

Width Depth

Average measured Standard deviationAverage measured Standard deviation

0.2 um 4.6 um
Channel 01 991.3 pm (0.0 %) 13.8 um (33.0 %)
0.2 um 1.3 pm
Channel 02 992.1 pm (0.0 %) 17.9 ym (7.6 %)
0.2 pm 3.3 um
Channel 03 992.4 pm (0.0 %) 20.2 um (16.3 %)
Leakage Channel 143.0 um ?(')53%;; N/A N/A

5. Discusion

5.1. Comparison of Protocols

The normalized error values in Table 2 suggest that the protocols are often inconsistent with the
reference values. On the contrary, Table 3 shows the protocols mostly consistent with the nominal
values. The consistency of protocol 1 with the nominal values slightly outperforms that of protocol
2, which in turn slightly outperforms protocol 3. This implies that the different protocols all give
different values, but remain consistent with the nominal values and their expanded uncertainties.
Also, this reflects the need to explore the uncertainty calculation in detail since probably the are
underestimated in all protocols.

Especially in the longer dimensions, the length of the channel, the accuracy of the optical
profilometer is higher than the other protocols.

Several factors are hypothesized for the decreased accuracy of the length measurements of
protocol 3. The most evident one being that there is an extra uncertainty term in the definition of the
protocol’s standard uncertainty as a consequence of the combination of two different methods
(compare Equation (2) to Equation (3)). Secondly, the uncertainty of each individual method includes
an additional uncertainty associated with image stitching on top of the uncertainty associated with
calibration. Thirdly, the average and standard deviations of the protocol are taken with two
measurement points, one for each method. Improving any of these three factors might improve the
consistency of the protocol with the nominal values for length.

In terms of uncertainty protocol 1 presents smaller values than the others in all measurement
dimensions.

5.2. Close-Up on Depth Measurements
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For the depth measurements visualized in Figure 10, the only protocol capable of providing a
measurement, protocol 1, is inconsistent with the nominal values (see Table 3 and additionally Table
5). Several factors might come into consideration to explain and possible improve this.

Firstly, the measurements are corrected with the refractive index of the material. This refractive
index is given for a specific wavelength (589 nm), which is not necessarily exactly the wavelength of
the SmartScope ZIP®250 used in protocol 1. OGP indicated that the wavelength of the grid light for
measurements in Z could range from 575 to 625 nm. However, even if the wavelength is different
from, considering the material’s change in refractive index shown in Table, it is clear that this would

not significantly change the measured values'”?°.

Table 6. Refractive indices of D263@bio glass for different wavelengths spanning the SmartScope.

ne (643.8469 nm) ZIP®250 focus light range. 1.5209
np (589.2938 nm) 1.5230
n, (546.074 nm) 1.5255 +0.0015

If it is not the value refractive, then it is hypothesized that it is the way it is employed. The
straightforward multiplication of measured values with the refractive index for compensation of
deformation is regularly used on measurements with a single refractive interface in the structure. For
an internal channel, thus having two refractive interfaces, this method was assumed to hold up. This
assumption might be wrong and would merit further investigation.

A third option is that the optical profilometer does not actually measure any of the two surfaces.
Given the high surface quality of wet-etched channels and the proximity of its top and bottom planes,
the channel in and of itself might function as a lens. The low surface roughness, which is usually
considered an advantage, might impede a proper measurement in this case. This too would be
interesting for further investigation.

The hypothesis that the measurements of the optical profilometer are actually correct and the
bonding process has altered the depth of the channels from an average of 98.3 + 0.4 um at quality
assurance to the measured values of from Table 5 seems unrealistic. This could be checked with a
destructive test. Results from the other test performed on these chips within the scope of the same
20NRMO02 MFMET project would have indicated such a drastic geometry change too though.

To suggest a means of further improvement of depth measurements of internal microfluidic
channels an additional method was tested. The following paragraph describes preliminary results
obtained during this work that could open another interesting avenue for future work on protocols
of depth measurement of internal microfluidic channels.

Leakage Channel 02 of a polymer chip was measured using a Zeiss LSM 510 confocal
fluorescence microscope. The instrument operates based on a confocal principle, which eliminates
out-of-focus light from focal planes (called optical sections) and collects serial optical sections. In
comparison to conventional epifluorescence microscopy, confocal microscopy can produce three-
dimensional images by stacking up a series of Z-images. Confocal microscopy is well suited to
measure depth of an enclosed microfluidic channel. It must be noted that a fluorophore solution was
injected into the chip for these measurements.

The obtainable resolution in Z depends on the NA value and the magnification of the
microscope’s objectives. Two objectives were used: an x20 NA = 0.5 objective and an x100 NA = 1.3
objective. Allowing a resolution in Z of 2.07 pm and 0.44 pum respectively. The higher NA value
objective thus enables thinner optical slicing. With this objective however, for optical sections further
away from the base of the channel, the fluorescence intensity significantly decreases because of
fluorescence self-absorption effects. This effect is clearly visible in Figure 12.

Figure 13 and Figure 14 show the resulting Z-stacks of the confocal fluorescence measurements
made with the x20 N=0.5 objective and the x100 NA = 1.3 objective respectively.
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a) Average fluorescence intensity b) Average fluorescence intensity
For slices with x20 NA = 0.5 obj. For slices with x100 NA = 1.3 obj.
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Figure 12. Average fluorescence intensity for successive optical sections (slices) measured in the
center of the channel (black) and to the side of the channel (red). Base of the channel at slice 0. a)
Measurements from the x20 NA = 0.5 objective, 2.07 um sections. b) Measurements from the x100 NA
=1.3 objective, 0.44 pm sections.
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Figure 13. Integrated fluorescence intensity from Z-stack of all 50 optical sections taken with the x20
NA = 0.5 objective. a) cross-section of channel height. b) Fluorescence Intensity profile of all optical
sections over an x-cut perpendicular to both the long channel axis and the channel height axis.
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Figure 14. Integrated fluorescence intensity from Z-stack of all 180 optical sections taken with the x100
NA = 1.3 objective. a) cross-section of channel height. b) Fluorescence Intensity profile of all optical
sections over an x-cut perpendicular to both the long channel axis and the channel height axis.

To estimate the channel height using these confocal measurements, first it is necessary to
determine the sections at which the fluorescence intensity in the channel is significant compared to
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outside the channel. This can be done by comparing the intensity at the center of the channel to the
intensity measured outside of the channel (such as shown in Figure 12).

Secondly, a decision needs to be made about the minimum value of fluorescence intensity within
an optical section corresponds to that confocal slice being substantially within the channel. This
decision is necessary because the confocality is not perfect i.e. for all practical pinhole sizes light from
a range of Z-distances will pass through. For a homogeneous fluorescence solution, such as the one
in use here, a lower limit for fluorescence intensity to determine whether an optical section is
substantially within the channel could for example be taken as 1% of that found at the channel’s mid-
height.

Using this 1% criteria, it is possible to estimate that 37 of the 50 optical sections from the x20 NA
= 0.5 objective are substantially within the channel. With its resolution in Z of 2.07 um (calibrated to
be accurate to 0.1 um using an internal encoder), the channel height of the polymer device is
estimated at 74.5 + 4 um (there will be at least on slice uncertainty at both the top and bottom of the
channel).

Despite the fact that the profiles collected using the x100 NA = 1.3 objective appear noisy
(especially at sections further from the channel base), it is possible to make an accurate estimate of
which slices have a fluorescence intensity above the 1% threshold. For the x100 NA = 1.3 objective
there are 166 out of 180 optical sections above the 1% fluorescence intensity criteria, corresponding
to a channel height estimate of 73.0 + 0.8 um.

Thus, the two measurements are consistent with each other with the x100 NA = 1.3 objective
having greater precision.

There is a channel height discrepancy between the design specifications and the height
measured by confocal microscopy. These parts are made by sealing an upper piece, which bears the
imprinted channel profile, to a lower piece that is a plain (flat) plastic substrate. A significant fraction
of this discrepancy in heights is most likely due to the bonding process used to seal the two pieces
together. As can be seen from the fluorescence x-cut profiles of Figure 13 and Figure 14, the measured
width of the lowest 5 — 10 um of the channel is significantly larger than the main part of the channel
(at approximately 30 um above the base). If this lower, wider part of the channel profile is
disregarded, and the fluorescence criteria used to define the channel height is relaxed from 1% to 5%
of the main channel intensity, then the measurement of upper piece channel height becomes 56 pum,
significantly closer to the design specification of 50 pm.

These preliminary results hint in the direction of another interesting method worth investigating
in future work for depth measurements of internal channels in transparent microfluidic devices.

5.3. The Influence of Different Materials

Following the comparison between protocols, the influence of different materials on
measurements will be regarded. Measurements done on polymer and on glass chips in XY-plane will
be considered separately from the measurements in Z.

The standard deviations in the XY-plane (the width in Table 4 and Table 5) generally in the order
of a few tenths of micrometers for both polymer and glass measurements. When considering the
percentages, it becomes even more evident that the standard deviation of measurements is negligible
for both materials.

It might be interesting for future research to see if this observation holds up for other materials
common in microfluidics (e.g. PP, PC, COP, PMMA) and measurement methods (e.g. optical or
confocal microscopy) as well. Experience would suggest that this apparent indifference to the
material of the SmartScope ZIP®250 is not necessarily shared by other techniques.

In contrast, the standard deviations of the depth measurements in TOPAS© COC appear much
better than those in D263Cbio glass.

While measuring, it was noticed that the SmartScope ZIP®250 appeared to be able to better
distinguish the top and bottom plane of the internal channel in the polymer chips. This is why in the
protocol the Z-coordinates of the top and the bottom are simply subtracted to calculate the channel
depth. To come back to the point made earlier on surface roughness, it is hypothesized that, in this
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specific case, the higher roughness of the polymer chips that is usually a disadvantage, might allow
the optical profilometer to better define a focus plane than on the near perfectly smooth wet-etched
glass channels. Testing this hypothesis could be interesting future work.

It is worth noting that, regardless a low or high standard deviation, the depth measurement’s
accuracy in both materials is questionable. In both TOPAS© COC and D263@bio glass the depth
measurements are inconsistent with their nominal values. In addition, even though apparently
capable of distinguishing the bottom from the top of the internal channel in the polymer chips, it is
difficult to distinguish it from the actual bottom of the chip. This might for example play a role in the
overestimation of the depth of Leakage Channel 01 shown in Table 4.

5. Conclusions

Given the commonly acknowledged challenge of accurately measuring internal structures after
chip assembly within the microfluidic industry, this work, performed as part of the MFMET project,
has compared three different protocols: optical profilometry, optical microscopy and tiled digital
imagery for the measurement of different internal microfluidic structures in chips made of D263©bio
glass and TOPAS© COC.

A consistency analysis by normalized error statistics revealed protocol 1, optical profilometry,
as the preferred method due to its low uncertainty compared to the other protocols and its higher
consistency with nominal geometry values.

For the measurement of the depth of internal geometry, difficulty was encountered. The only
protocol able to provide a measurement of the internal channel depth, optical profilometry, gave
results that are highly inconsistent with their nominal values. Different avenues of future work are
proposed including a study of how to apply the refractive index for deformation compensation when
challenged with multiple refraction interfaces. Another possible method that was shown to merit
further investigation is confocal fluorescence microscopy, which showed promising preliminary
results.

TOPAS© COC chips did not give significantly worse or better results than the D263Obio chips.
Based on which the conclusion can be drawn that the materials are equivalently compatible with
optical profilometry. Here too, the depth measurements form an exception. Paradoxically the
channels with worse surface roughness were better measurable with the optical profilometer. Despite
that, depth measurements in the TOPAS© COC chips were not satisfactory either. Further research
comparing other common materials in microfluidics and measurement techniques is recommended.

The results of this work directly address the current lack of measurement methods for internal
microfluidic structures by providing a comprehensive comparison of different protocols, ultimately
suggesting a preferred option for immediate application within the microfluidic industry.
Additionally, this study offers valuable directions for future research, serving as an initial step in
overcoming a significant challenge that impedes the microfluidic industry from realizing its
revolutionary potential.
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